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摘　 要:
 

现有的基于图卷积神经网络(GCN)的序列推荐模型存在一定缺陷,主要表现在对不同层的感知不均衡。 针对上述

问题,提出一种基于多视图增强的跨层次对比学习推荐框方法(Multi-view
 

Augmentation
 

based
 

Cross-layer
 

Cross-comparison
 

Learning
 

recommendation
 

method,
 

MACCL)。 该框架构造了用户项目交互图、用户图和项目图三个视图,在图上采用 2 种不同

的视图增强方法,避免单个增强方法造成负面影响。 在用户项目图上使用随机添加噪音的方法进行增强,对于用户图和项目

图新增一种视图增强方法,通过添加关系注意力机制增强邻域实体的节点表示。 然后,分别将 2 个视图的不同层的嵌入表示

进行跨层交叉对比,以获取更多的均衡特征。 最后,联合优化模型,以此提升推荐性能。 在 Tmall、Amazon-book 两个公开数

据集上进行了大量的实验,实验结果表明 MACCL 的有效性和可行性。
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Abstract:
 

Existing
 

sequential
 

recommendation
 

models
 

based
 

on
 

Graph
 

Convolutional
 

Neural
 

network
 

( GCN)
 

have
 

certain
 

shortcoming,
 

witch
 

is
  

the
 

perception
 

of
 

different
 

layers
 

is
 

not
 

balanced.
 

Based
 

on
 

the
 

above
 

problem,
 

a
 

Multi-view
 

Augmentation
 

based
 

Cross-layer
 

Cross-comparison
 

Learning
 

recommendation
 

framework
 

method
 

MACCL
 

is
 

proposed.
 

The
 

research
 

constructs
 

a
 

user
 

project
 

interaction
 

diagram,
 

user
 

diagram
 

and
 

project
 

diagram,
 

using
 

two
 

different
 

view
 

augmentation
 

methods
 

on
 

the
 

diagrams
 

to
 

avoid
 

the
 

negative
 

impact
 

of
 

a
 

single
 

augmentation
 

method.
 

The
 

user- item
 

graph
 

is
 

enhanced
 

using
 

the
 

method
 

of
 

randomly
 

adding
 

noise,
 

and
 

a
 

new
 

view
 

enhancement
 

method
 

is
 

added
 

for
 

the
 

user
 

and
 

project
 

graphs
 

to
 

enhance
 

the
 

node
 

representation
 

of
 

neighbourhood
 

entities
 

by
 

adding
 

the
 

relational
 

attention
 

mechanism.
 

Subsequently,
 

the
 

embedded
 

representations
 

of
 

different
 

layers
 

of
 

the
 

two
 

views
 

are
 

cross- referenced
 

across
 

layers
 

separately
 

to
 

obtain
 

more
 

balanced
 

features.
 

Finally,
 

the
 

models
 

are
 

jointly
 

optimised
 

as
 

a
 

way
 

to
 

improve
 

recommendation
 

performance.
 

Extensive
 

experiments
 

are
 

conducted
 

on
 

two
 

public
 

datasets,
 

namely
 

Tmall
 

and
 

Amazon-book,
 

and
 

the
 

experimental
 

results
 

demonstrate
 

the
 

effectiveness
 

and
 

feasibility
 

of
 

MACCL.
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0　 引　 言

序列推荐[1-4] ( SR) 技术引起了越来越多的关

注。 与传统的包括协同过滤和基于内容的过滤的推

荐系统[5]不同,序列推荐试图理解和建模顺序用户

行为、用户和物品之间的交互,以及用户偏好和物品

流行度随时间的演变,然后从海量的数据中为用户

推荐感兴趣的物品。 随着对比学习[6-7] 的快速发

展,图卷积神经网络[8-9] 在序列推荐中的性能得到

了提升,但是仍存在一些挑战:
(1)现有模型对结构信息的利用不够充分,从

内向外的传播方式会使得特征信息在传播过程中逐

渐减弱,使得聚合后的特征信息过于复杂,导致推荐

不准确。
(2)现有的对比学习只对比同一节点的一对视

图,并没有很好地利用各视图不同的层嵌入,且鲜有



研究尝试改进对比学习,限制了模型的性能提升。
为了解决上述问题,本文提出了一种基于多视

图增强的跨层交叉对比学习推荐算法框架。 本文构

建了 3 种图,即用户项目交互图、用户图和项目图。
其中,用户图和用户项目交互图从不同的角度提供

用户的信息,项目图和用户项目交互图中则有能助

益建模项目的信息。 此外,引入了一种新的视图增

强方法,通过考虑关系对实体的影响,来增强邻域信

息。 然后使用提出的多视图跨层交叉对比学习,利
用视图最内层和最外层的节点表示进行跨层次对比

学习,以缓解不同层的信息利用不均衡问题,从而获

得高质量的节点表示,提高推荐性能。

1　 相关工作

与传统推荐算法相比,序列推荐算法考虑了交

互序列中物品的顺序。 早期研究基于序列的推荐方

法主要基于马尔科夫链,马尔科夫方法可以对用户

的交互序列进行建模,根据转移概率预测下一个可

能与用户产生交互的物品。 FPMC[10] 算法通过结合

一阶马尔可夫链来对序列行为和长期用户偏好进行

建模。 FPMC-LC[11]算法改进了 FPMC 算法的转移

矩阵。 但是都只能捕获交互序列的局部信息[12] 。
随着深度学习技术的研发与应用,已有研究指

出循环神经网络[13] (RNN)可以解决以马尔科夫链

为基础的算法存在的缺陷。 GRU4Rec[14] 是以 RNN
为基础的推荐算法,并且结合了门控单元( GRU),
通过采用多层门控递归单元( GRU)来对项目之间

的顺序转换关系进行建模。 LSTM[15] 则主要是用来

处理具有时间序列的数据任务,比如文本翻译、文本

转语音等。
图神经网络技术( GNN)逐渐成熟,Wu 等学者

首次将交互序列构造为图结构数据, 提出 SR -
GNN[16]模型,利用 GNN 对物品间高阶转换关系进

行建模,缺点是只关注当前会话中项目之间的转换

关系,没有考虑全局信息。 在此基础上,Wang 等学

者[17]提出 GCE-GNN,构建了会话图和全局图,并分

别从不同的级别学习项目的表示。 文献[18] 提出

FGNN 模型,利用加权注意网络学习会话序列中物

品间隐藏信息。 NGCF[19] 通过聚合交互项目(或用

户)的嵌入来细化用户(或项目)的嵌入。 通过堆叠

多个嵌入传播层,可以强制嵌入以捕获高阶连接中

的协作信号。
最近,一些研究提出将对比学习引入推荐系统。

SGL[20]将节点自识别作为自监督任务,为现有的基

于 GCN 的推荐模型提供了辅助信号。 CL4SRec[17]

利用传统 next-item
 

prediction 与对比学习框架从用

户原始行为序列生成自监督信息,以提取更多的用

户行为并进行编码,另外还采用了 3 种数据增强方

式构建自监督信息。 DuoRec[22] 利用对比学习来重

建序列的表征,一方面,利用基于 Dropout 的方式在

模型层面对序列表征进行增强;另一方面,利用相似

序列挖掘正样本和负样本,结合对比学习进行约束。
虽然上述方法在推荐任务上取得了不错的效

果,但视图增强方法单一且只考虑对比一对视图的

同一节点。 因此在本文中,融合用户和项目之间的

关系信息,来进行视图增强,同时利用好各视图不同

的层嵌入进行对比学习。

2　 方法

2. 1　 方法基本思想

本节将从 4 个部分详细描述提出的推荐框架

MACCL(框架模型具体如图 1 所示):图编码层、视
图增强、跨层交叉对比学习和联合训练。

(1)图编码层:使用轻量化图卷积神经网络,挖
掘特征信息。

(2)视图增强:使用随机添加噪声和添加关系

信息。
(3)跨层交叉对比学习:使用对比学习( CL)辅

助损失函数分别从用户和项目所在的 3 个视图的不

同层嵌入进行交叉对比。
(4)预测层:使用用户和项目的最终表示向量

的内积来预测用户对该项目的偏好得分。
2. 2　 问题阐述

序列推荐模型的任务是预测用户最有可能与之

交互的下一个项目。 用 V = {v1,v2,…,vM} 表示所

有物品集合, U = {u1,u2,…,uN} 表示所有用户的集

合, S = {v1,v2,…,vt} 表示交互序列, vt 是用户 u 的

第 t 个交互。
(1)用户项目交互图:通过用户和项目的历史

交互构造一个图 Ga = {u,yuv,
 

v},yuv 表示用户和项

目之间是否存在交互。 如果用户 u 与项目 v 交互,
yuv = 1, 否则 yuv = 0。 用户项目交互邻接矩阵为

Y ∈ RM×N。
(2)项目图:项目图定义为 Gc = {vi,yvivj

,vj}, 项

目图邻接矩阵为 Yv ∈ RM×M。
(3)用户图:用户图定义为 Gb = {ui,yuiuj

,u j},
用户图邻接矩阵为 Yu ∈ RN×N。
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图 1　 MACCL 模型图

Fig.
 

1　 MACCL
 

model
 

diagram

2. 3　 图编码层

由于 LightGCN[23]的有效性和轻量级架构,通常选

择使用 LightGCN 来聚合每个节点的邻域实体信息,其
在传播函数中摒弃了特征传播和激活函数,加快了运

行速度,同时也保证了预测的精准度,公式如下:

e(k)
u =∑

i∈Nu

1
| Nu |·| Ni |

e(k-1)
i (1)

e(k)
i =∑

i∈Ni

1
| Nu |·| Ni |

e(k-1)
u (2)

　 　 其中, e(k)
i ,e(k)

u 分别表示用户和项目在 k 层的

嵌入表示; Nu,Ni 分别表示用户 u 和项目 i的邻域集

合; 1 / | Nu |·| Ni | 表示对称归一项。 然后将不

同层次上的表示相加得到项目用户交互图最终的表

示 zui,zvi。 项目图和用户图同理得到:
zui =e(0)

u + … +e(k)
u (3)

zvi =e(0)
i + … +e(k)

i (4)
2. 4　 视图增强

考虑到单个增强方法会造成负面影响,所以使

用 2 种视图增强方式、即添加随机噪声和添加关系

注意力来实现视图增强。
2. 4. 1　 随机添加噪声

随机添加噪声,即在第一层嵌入表示中引入服

从均匀分布的噪声,模拟特征的均匀分布,实现数据

增强。 这种基于噪声的增强可以直接将嵌入空间正

则化为更均匀的分布表示,并通过调整噪声的大小,
平滑地调整表示的一致性。 本文在聚集了一层邻居

的嵌入表示中随机添加一个噪音,以获得增强的嵌

入表示 x′
u,x′

i, 定义公式如下:
z′ui = zui + Δs (5)
z′vi = zvi + Δs (6)

Δs = p × ‖ε‖2
2☉sign( zu,v) (7)

　 　 其中, ε = Rd ~ U(0,1),‖ε‖2
2 表示 L2 正则

化;“☉” 表示 2 个向量的乘积;p 表示噪声比。 通过

改变噪声可以提供更均匀的特征。
2. 4. 2　 添加关系信息

LightGCN 在交互视图方面建模方面有强大的建

模功能,但忽略了没有考虑关系的类型,不同类型的

关系也包含着重要信息,这样会导致特征信息在传播

过程中逐渐减弱。 为了解决这一问题,引入关系注意

力机制以此来增强邻域信息。 计算方法如下:

αij =
exp(LeakyReLU(aT

k [Wbxi‖Wbx j]))

∑
k∈Ni

exp(LeakyReLU(aT
k [Wbxi‖Wbxk]))

(8)

　 　 　 　 　 ri = ReLU( ∑
i,

 

j∈U
α ij·xiWb) (9)

　 　 　 　 　 r j = ReLU( ∑
i,

 

j∈U
α ij·x jWb) (10)

　 　 　 　 　 　 　 　 　 rk = ri + r j (11)
　 　 其中, xi,x j 表示用户的嵌入表示; Ni 表示节点

i 的邻居; rk 为关系的嵌入表示; ri,r j 分别表示相邻

2 个节点作用下的关系表示; α ij 表示不同用户的注

意力系数; Wb,ak 表示可训练矩阵;“ ‖”表示连接

操作。 最后将关系信息和用户信息拼接到一起,公
式如下:
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α′
ij =

exp(LeakyReLU(aT
b[Wbxi‖Wrrk‖Wbxj]))

∑
k∈Ni

exp(LeakyReLU(aT
b[Wbxi‖Wrrk‖Wbxk]))

(12)

　 　 　 　 　 x′
u = ReLU(∑

i∈u
∑
j∈u

xiα ′
ij) (13)

　 　 　 　 　 　 　 x2
u = [x1

u;x′
u] (14)

　 　 其中, x2
u 表示结合了关系信息的用户向量表

示; x1
u 表示第一层的用户向量表示; Wb,Wr,ab 表示

可训练的矩阵; α ′
ij 表示融合了关系信息的用户的注

意力系数,项目图同理。
2. 5　 跨层交叉对比学习

现有的对比学习方法,只考虑到对比一对视图

在同一层次下的同一节点,但是忽略了随着信息不

断的向外传播,聚合的层数也在不断增加,每一层都

有各自的优点、且和其余层有共享信息,现有的方法

没有充分利用这些信息,导致层之间节点信息利用

不均衡。 所以提出了一种新的对比学习方法、即多

视图跨层交叉对比学习。
本方法中,采用跨层交叉的目标是共享 2 个视图

之间的信息,将视图第一层或最外层中的节点与另外

一个视图的第一层与最外层的相同节点作为正对进

行对比。 采用了基于 InfoNCE
 

loss 的改进版本。
首先需要将 2 个视图映射到计算对比度损失的

空间中,然后将嵌入信息反馈到具有一个隐藏层的

MLP 中,有以下对比损失:

Lu
c = ∑

u∈U
- log

exp( s( z1
u,z1

ui) / τ)

∑
ui′∈U

exp( s( z1
u,z1

ui′) / τ)
+

∑
u∈U

- log
exp( s( z1

u,z2
ui) / τ)

∑
ui′∈U

exp( s( z1
u,z2

ui′) / τ)
(15)

Lu′
c = ∑

u∈U
- log

exp( s( z2
u,z1

ui) / τ)

∑
ui′∈U

exp( s( z2
u,z1

ui′) / τ)
+

∑
v∈V

- log
exp( s( z2

u,z2
ui) / τ)

∑
ui′∈U

exp( s( z2
u,z2

ui′) / τ)
(16)

Lc = Lu
c + Lu′

c (17)
　 　 其中, τ 表示一个温度超参数; s(·) 表示余弦

相似度。 项目图同理。 具体公式如下:

Lb = Lv
b + Lv'

b (18)
2. 6　 模型预测和训练

研究中对 3 个视图进行聚合,并通过跨层交叉

对比学习来均衡特征信息,得到用户 u 和项目 v 的

多个表示,并通过内积预测用户对物品的预测评分:

ŷ(u,i) = zT
u zi (19)

　 　 为了将推荐任务与对比学习任务结合起来,采
用多任务训练策略对整个模型进行优化。 采用贝叶

斯个性化排名(Bayesian
 

Personalized
 

Ranking,BPR)
作为推荐监督的损失函数,具体如下:

LBPR = ∑
(u,

 

i,
 

j)∈O
- lnσ( ŷui - ŷuj) (20)

　 　 其中, O = {(u,i,
 

j) | (u,i) ∈ O + ,(u,
 

j) ∈
O - } 表示训练数据集, σ 表示 Sigmoid 函数。

3　 实验与分析

3. 1　 数据集和评价指标

本文使用 2 个基准数据集来评估 MACCL 的有

效性:Amazon-book 和 Tmall。 这 2 个不同领域的数

据集是公开可访问的,并且在大小和稀疏性上也各

不相同,这使得本文的实验更有说服力。 表 1 详细

列出了这 2 个数据集的统计信息。

表 1　 数据集统计

Table
 

1　 Dataset
 

statistics

数据集 Amazon-book Tmall

#Users 78
 

578 47
 

939
#Items 77

 

801 41
 

390
#Interactions 3

 

190
 

224 2
 

357
 

450

　 　 (1)Amazon-book:该数据集基于用户对书籍的

评分,评分范围从 1 到 10,还包括隐性评分。
(2)Tmall:包含用户在天猫平台上的购买记录。
删除数据集中出现次数少于 10 次的项目,以保

证交互数据的质量。 每个训练样本的最大长度设置

为 20。 每个数据集的用户按 8 ∶ 1 ∶ 1 的比例分成

训练集、验证集和测试集。 采用 2 个广泛使用的

Recall@ N 和 归 一 化 折 损 累 计 增 益 ( Normalized
 

Discounted
 

Cumulative
 

Gain) NDCG@ N 作为评价指

标评 估 推 荐 性 能, 这 里 N 值 分 别 为 5 和 10。
Recall@ N 表示一个人的评级项目出现在前 N 个推

荐项目中的百分比。 NDCG@ N 是针对排序结果的

评价指标,用于评估排序的准确性。
3. 2　 实验设置

本文模型和算法中选择使用的操作系统为

Windows10,GPU 为 Nvidia
 

RTX3070,实验环境基于

Python3. 7 和 Pytorch1. 7. 1 搭建。 对于模型中使用

到的超参数,经过反复实验后设置如下:损失函数中

的超参 λ 设置为 0. 001,温度超参设置为 0. 6,参数

初始化采用 Xavier 方式,优化器为 Adam,其学习率

为 0. 001,嵌入大小设置为 64,数据集批量训练大小
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为 1
 

024。 GCN 层的深度设置为 2。
3. 3　 实验性能比较

本文的方法与先进的基线条件对比的实验结果

见表 2。 从表 2 中发现:与基线模型相比,本文提出

的方法在 2 个数据集上总体来看都更优越, 模型的

Recall@ N 和 NDCG@ N 指标在 2 个数据集上分别

提升了 37%和 34%。 表明 2 种视图增强和多视图

跨层交叉对比学习可以优化模型性能。
表 2　 性能统计

Table
 

2　 Performance
 

statistics

数据集 指标 SR-GNN GCE-GNN GRU4Rec LightGCN SGL HCCF DuoRec MACCL

Recall@ 5 0. 137
 

0 0. 176
 

2 0. 010
 

5 0. 011
 

7 0. 327
 

4 0. 354
 

6 0. 336
 

4 0. 407
 

1

Recall@ 10 0. 248
 

1 0. 253
 

7 0. 037
 

1 0. 099
 

6 0. 431
 

3 0. 478
 

3 0. 390
 

6 0. 422
 

5

Amazon-books NDCG@ 5 0. 201
 

7 0. 243
 

9 0. 018
 

2 0. 236
 

5 0. 249
 

8 0. 334
 

2 0. 426
 

1 0. 458
 

2

NDCG@ 10 0. 236
 

9 0. 256
 

1 0. 025
 

8 0. 209
 

0 0. 312
 

5 0. 359
 

5 0. 468
 

3 0. 492
 

1

Recall@ 5 0. 116
 

8 0. 205
 

7 0. 088
 

5 0. 255
 

3 0. 268
 

6 0. 201
 

5 0. 358
 

5 0. 365
 

8

Tmall Recall@ 10 0. 174
 

2 0. 239
 

0 0. 984
 

6 0. 378
 

9 0. 446
 

2 0. 298
 

2 0. 396
 

1 0. 421
 

7

NDCG@ 5 0. 128
 

9 0. 214
 

8 0. 075
 

9 0. 154
 

3 0. 183
 

9 0. 352
 

8 0. 347
 

9 0. 405
 

9

NDCG@ 10 0. 200
 

6 0. 259
 

2 0. 083
 

5 0. 208
 

7 0. 246
 

3 0. 416
 

9 0. 401
 

6 0. 457
 

0

3. 4　 消融研究

为了验证 MACCL 中的视图增强和跨层交叉对

比学习对模型的影响,对关键部分进行深入研究,把
模型与 2 个变体进行比较。 以此来检查主要组件对

最终性能的影响。
(1)MACCL-A:删除随机添加噪声的视图增强方式。
(2)MACCL-B:删除邻域增强的方式。
(3)MACCL-C:删除跨层交叉对比学习。

消融实验结果见表 3。 从表 3 可以得出以下结

论:去除跨层交叉对比学习后,模型的性能发生了显

著下降。 表明对比融合可以缓解稀疏数据在传播过

程中对邻居实体的感知不均衡。 从 MACCL-A 可看

出,邻域增强的方法是可行的,但是作用于数据丰富

的数据集效果更好。 随机添加噪声的增强方法对于

模型略有提升。 证明了多种增强方法对模型提升性

能有一定的帮助。

表 3　 消融实验

Table
 

3　 Ablation
 

experiment

数据集 指标 MACCL-A MACCL-B MACCL-C MACCL

Recall@ 5 0. 312
 

9 0. 174
 

2 0. 113
 

5 0. 407
 

1

Amazon-books Recall@ 10 0. 335
 

4 0. 190
 

3 0. 167
 

2 0. 422
 

5

NDCG@ 5 0. 278
 

1 0. 118
 

2 0. 109
 

4 0. 458
 

2

NDCG@ 10 0. 300
 

7 0. 136
 

4 0. 112
 

8 0. 492
 

1

Recall@ 5 0. 152
 

4 0. 148
 

0 0. 146
 

2 0. 365
 

8

Tmall Recall@ 10 0. 138
 

3 0. 152
 

6 0. 120
 

3 0. 421
 

7

NDCG@ 5 0. 112
 

8 0. 126
 

5 0. 118
 

2 0. 405
 

9

NDCG@ 10 0. 132
 

6 0. 152
 

7 0. 132
 

9 0. 457
 

0

3. 5　 数据稀疏实验

为了验证 MACCL 在面对稀疏数据的情况下是

否能很好学习节点之间的特征,表 4 给出了稀疏实

验结果。 依据交互数据稀疏程度的不同,交互次数

为 15 ~ 20 次的为一组,20 ~ 25 次的为一组,将测试

集分别生成了 3 组。 比较 SGL、HCCF 和 MACCL 这

3 组交互数据 Recall@ 20 和 NDCG@ 20 的大小。 从

表 4 中可以看出, MACCL 的性能要优于 SGL 和

HCCF。 表明 MACCL 依然可以进行高质量的推荐。

表 4　 数据稀疏实验分析

Table
 

4　 Experimental
 

analysis
 

of
 

data
 

sparsity

数据集 指标 SGL HCCF MACCL

Amazon-book NDCG@ 10 0. 312
 

5 0. 359
 

5 0. 422
 

5

Recall@ 10 0. 431
 

3 0. 478
 

3 0. 492
 

1

Tmall NDCG@ 10 0. 246
 

3 0. 416
 

9 0. 457
 

0

Recall@ 10 0. 446
 

2 0. 298
 

2 0. 421
 

7

39第 10 期 张恒,
 

等:
  

基于多视图增强的跨层交叉对比学习推荐方法



3. 6　 参数敏感

在本研究中,重点研究了超参数对推荐模型性

能的影响,其中包括温度参数 τ 和损失参数 λ 。
为了全面评估 τ,λ的影响,保持其他设置不变,

调整了这 2 个超参数的取值。 通过在数据集上绘制

NDCG@ 20 和 Recall@ 20 的分数,能够清晰地观察

到对模型性能的具体影响。
表 5 展示了在 Amazon-book 数据集上调整温度参

数 τ 时的结果。 由表 5 观察到,在该数据集上,最优的

温度参数 τ 为 0. 5。 当 τ 的取值偏离 0. 5 时,不论是过

大、还是过小,模型性能均呈现出平缓下降的趋势。
进一步地,对损失权重参数 λ 进行了测试,涵

盖了多个取值({1e-4,1e-5,1e-6,1e-7,1e-8})。
损失超参数分析结果见表 6。 从表 6 中可以明显看

出,当 λ 被设置为 1e - 7 时,模型表现达到最佳状

态。 这一发现强调了适当选择损失权重参数对于整

体损失的优化至关重要, 从而使得推荐模型在

Amazon-book 数据集上取得了最佳性能。
 

表 5　 温度超参数分析

Table
 

5　 Analysis
 

of
 

temperature
 

hyperparameters

数据集 指标 0. 1 0. 3 0. 5 0. 7 0. 9

Amazon-book NDCG@ 10 0. 386
 

1 0. 375
 

9 0. 422
 

5 0. 371
 

8 0. 354
 

9

Recall@ 10 0. 476
 

9 0. 482
 

3 0. 492
 

1 0. 443
 

7 0. 439
 

0

表 6　 损失超参数分析

Table
 

6　 Analysis
 

of
 

loss
 

hyperparameters

数据集 指标 1e-4 1e-5 1e-6 1e-7 1e-8

Amazon-book NDCG@ 10 0. 394
 

3 0. 402
 

8 0. 418
 

6 0. 422
 

5 0. 387
 

4

Recall@ 10 0. 437
 

2 0. 440
 

1 0. 446
 

5 0. 492
 

1 0. 423
 

0

4　 结束语

本文提出了一个基于多视图增强的跨层交叉对

比学习的推荐算法框架 MACCL,该框架通过构建 3
种视图并使用 2 种视图增强的方法,同时引入一种

新的对比学习方法、即多视图跨层交叉对比学习来

解决推荐问题。 MACCL 在视图增强时,考虑到单一

的增强方法存在局限性,采用随机添加噪音和结合

关系注意力的增强领域的方法。 多视图融合跨层对

比学习充分利用不同视图的层嵌入。 计算得到对比

损失与其他损失来共同训练模型。 在 2 个公开的数

据集上进行了大量实验,实验结果表明 MACCL 比

现有先进的方法取得了更好的性能,且在抵抗数据

稀疏方面表现出了强大的能力。 在未来的工作中将

继续研究视图增强和多视图融合方法,探索新的视

角,进一步提升推荐性能。
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