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基于改进 YOLOv8n 的口罩佩戴检测算法
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骆　 进

(贵州大学
 

电气工程学院,
  

贵阳
 

550025)

摘　 要:
 

针对人工检测口罩佩戴时,漏检率高和检测速度慢的问题,提出一种改进的 YOLOv8n 口罩佩戴检测模型。 首先,在
YOLOv8n 网络模型中通过引入 CA 注意力机制,以提高计算效率。 其次,在 YOLOv8n 网络模型中添加 CBAM 注意力机制,
增强特征图的通道之间的关系。 最后,引入 WIoU 损失函数指导网络训练,在预测框之间赋予权重系数,提高模型的推理能力

和检测精度。 实验结果表明,本文改进的 YOLOv8n 口罩检测模型相比于原模型 mAP 值高达 91. 6%,提升 2. 1%。 检测速度

高达 85
 

FPS,提升 7. 5%,能够满足实际场景应用的精度与速度需求。
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Abstract:
 

Aiming
 

at
 

the
 

problems
 

of
 

high
 

leakage
 

rate
 

and
 

slow
 

detection
 

speed
 

when
 

manually
 

detecting
 

mask
 

wearing,
 

an
 

improved
 

YOLOv8n
 

mask
 

wearing
 

detection
 

model
 

is
 

proposed.
 

Firstly,
 

the
 

CA
 

attention
 

mechanism
 

is
 

introduced
 

into
 

the
 

YOLOv8n
 

network
 

model
 

by
 

introducing
 

the
 

CA
 

attention
 

mechanism
 

to
 

improve
 

the
 

computational
 

efficiency.
 

Secondly,
 

the
 

CBAM
 

attention
 

mechanism
 

is
 

added
 

to
 

the
 

YOLOv8n
 

network
 

model
 

to
 

enhance
 

the
 

relationship
 

between
 

the
 

channels
 

of
 

the
 

feature
 

map.
 

Finally,
 

the
 

WIoU
 

loss
 

function
 

is
 

introduced
 

to
 

guide
 

the
 

network
 

training,
 

and
 

the
 

weight
 

coefficients
 

are
 

assigned
 

between
 

the
 

prediction
 

frames
 

to
 

improve
 

the
 

model ' s
 

inference
 

ability
 

and
 

detection
 

accuracy.
 

The
 

experimental
 

results
 

show
 

that
 

the
 

improved
 

YOLOv8n
 

mask
 

detection
 

model
 

in
 

this
 

paper
 

has
 

a
 

high
 

mAP
 

value
 

of
 

91. 6%
 

compared
 

to
 

the
 

original
 

model,
 

an
 

improvement
 

of
 

2. 1%.
 

The
 

detection
 

speed
 

is
 

as
 

high
 

as
 

85
 

FPS,
 

an
 

improvement
 

of
 

7. 5%,
 

which
 

can
 

meet
 

the
 

accuracy
 

and
 

speed
 

requirements
 

of
 

real
 

scene
 

applications.
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0　 引　 言

佩戴口罩是医疗、建筑和化工等行业的从业人

员免受病毒、粉尘和化学物质侵害的重要手段[1] 。
目前,口罩佩戴检查多为人工检查,检查效率低,难
以及时发现错误佩戴口罩和未佩戴口罩的行为。 随

着深度学习的普及和发展,基于神经网络的目标检

测算法在行人识别、口罩检测、智能交通等方面得到

广泛的应用[2-3] 。 经典的目标检测算法主要分为 2
类。 一类是两阶段(Two

 

Stage)算法,如 R-CNN[4] 、
Fast

 

R-CNN[5] 、Mask
 

R -CNN[6] ;另一类是单阶段

(One
 

Stage)检测算法,如 SSD[7] 、YOLO[8] 、Retina -
Net[9]系列等。 李泽琛等学者[10] 在原始 Faster

 

R -
CNN 框架中引入 Res2Net 分组残差结构,获取更细

粒度的特征表征,验证了模型的可行性和有效性。
田勇等学者[11]提出基于 Mask

 

R-CNN 算法的口罩

佩戴识别检测方法,实现了对佩戴口罩的目标检测

与实例分割。 李雨阳等学者[12] 在 SSD 模型中引入

特征融合网络及协调注意力机制,提高模型对口罩

佩戴检测平均精度。 刘玉国等学者[13] 通过替换

Faster
 

R-CNN 中的主干网络,提高模型检测精度。
牛作东等学者[14] 在 RetinaFace 增加人脸口罩佩戴



检测任务,改进损失函数,增强网络对图像特征的表

征能力。 叶子勋等学者[15] 使用改进的 MobileNetv3
替换 YOLOv4 的主干特征提取网络,提高网络检测

精度。 孙永豪[16]针对室内人脸佩戴口罩检测场景,
在 YOLOx 的基础上加入通道注意力机制,改善网络

的有效特征利用率,提高人脸目标检测的准确率。
上述研究都实现了口罩佩戴检测,但应用场景

不够广泛,在复杂场景下的口罩检测漏检率高,检测

精度和速度有待提升。 为此,本文提出一种基于改

进 YOLOv8n 的口罩佩戴检测算法,并通过与其他目

标检测算法对比,确保其性能指标能够满足应用需

求,实现复杂环境下的实时检测。

1　 YOLOv8n 模型

本研究采用缩放系数较小的 YOLOv8n 模型,在
图像分辨率为 640× 640 的 COCO 数据集上的训练

结果表明,相较于其它模型,YOLOv8n 模型检测帧

率为 79 帧每秒,检测速度快,模型参数量为 5. 64M,
参数量少,其模型结构如图 1 所示。
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图 1　
 

YOLOv8n 模型结构

Fig.
 

1　 YOLOv8n
 

model
 

structure

　 　 YOLOv8n 模型由 BackBone、Neck 和 Head 三个

部分组成。 输入图像首先经过 BackBone 部分进行

特征提取,然后将特征图传递到 Neck 部分,进一步

增强特征并实现多尺度特征融合,最后将融合结果

输入到 Head 部分,由 Head 生成预测的目标框位

置、类别和置信度。

2　 YOLOv8n 模型改进

2. 1　 C2f 模块改进

为提高模型的计算效率,减少不必要的计算负

担,在 C2f 模块中引入 CA[17] 注意力机制,CA 注意

力机制是一种通道注意力机制,能增强特征图中的

重要通道并抑制不相关的通道。 通过在 C2f 中引入

CA 注意力机制,使模型可以动态地学习每个通道特

征的重要性,使其更关注与目标检测任务相关的通

道,忽略与任务无关的通道特征,通过减少不重要通

道特征的计算,降低计算复杂性,从而提高模型的关

键特征提取能力,提高实时性能。 改进前后的 C2f
模块如图 2 所示。 其中,图 2( a)为原始 C2f 模块,
图 2(b)为改进后的 C2f 模块。
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C2f 模块　 　 　 　 　 　 (b)
 

改进后 C2f 模块

图 2　 改进前后的 C2f 模块

Fig.
  

2　 C2f
 

module
 

before
 

and
 

after
 

improvements

2. 2　 CBAM 注意力机制

CBAM[18]是一种用于增强卷积神经网络性能的

通道与空间注意力机制,可提高网络的表示能力,允
许网络更好地关注重要区域的特征,从而提高网络

的特征提取能力。 CBAM 注意力机制主要由 2 个关

键模块组成,分别为通道注意力模块和空间注意力

模块,其结构如图 3 所示。

Refined

Channel
Attention
Module

Spatial
Attention
Module

Input

图 3　 CBAM 结构

Fig.
 

3　 CBAM
 

structure

　 　 通道注意力模块主要用于增强特征图的通道之

间的关系。 通过学习每个通道的权重,以自适应地

调整不同通道的贡献度。 空间注意力主要用于增强

特征图中的不同空间位置之间的关系。 通过学习每

个空间位置的权重,以自适应地关注不同位置的信

息,公式如下:
F′ = Mc(F) 􀱋 F (1)
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F″ = Ms(F′) 􀱋 F′ (2)
　 　 其中, F 表示输入的特征图;“ 􀱋 ”表示对应元

素乘积,中间采用广播机制进行维度变换和匹配;
Mc 表示通道注意力操作; Ms 表示空间注意力操作;
F′ 表示输出通道注意力特征图; F″ 表示输出通道注

意力特征图。 输入特征图经过通道注意力平均池

化,得到通道注意力特征图 F′, 再经过空间注意力

机制、平均池化和最大池化处理,将特征图 F 与 F′

拼接起来、输出 F″, 突出其中的最有用信息,使模型

更有效地关注不同位置的信息,从而提高其空间关

系感知性能。
2. 3　 WIoU 损失函数

YOLOv8 的 原 模 型 的 回 归 损 失 函 数 采 用

CIoU[19]损失函数, CIoU 是 IoU 的一种改进版本。
传统的 IoU 只考虑预测框和真实框的重叠部分,如
图 4 所示,没有考虑两者之间的区域,导致在评估结

果时可能存在偏差。

Wt

Hi

Wg

Hg
(xgt,ygt)

(x,y)

图 4　 IoU 图解

Fig.
 

4　 IoU
 

illustration

　 　 CIoU 考虑重叠面积、中心点距离、纵横比,提升

回归精确度,相比于 CIoU,WIoU[20]不仅考虑到预测

框与真实框的重叠面积、中心点距离等因素,还通过

引入加权系数衡量 2 个框之间的关系,可以有效解

决计算偏差问题。 计算公式如下:

WIoU =
∑

n

i = 1
w iIoU bi,gi( )

∑
n

i = 1
w i

(3)

　 　 其中, n 表示预测框或真值框的总数; i 表示当

前预测框或真值框索引值; w i 表示预测框与第 i 真
值框的权重值; IoU(bi,gi) 表示预测框与真实标注

框之间的 IoU 值; bi 表示目标预测框的坐标; gi 表

示目标真值框的坐标。 2 个框之间重合的面积越

大,权重值越高,通过引入框之间的区域和权重系

数,WIoU 可以更准确地评估目标检测结果,避免传

统 IoU 存在计算偏差的问题。

3　 实验结果与分析

3. 1　 数据集与实验平台

本研究使用的数据集由 2
 

000 张原始图像组

成,其中佩戴口罩的图像数量为 1
 

240 张,未佩戴口

罩的图像量为 760 张,且包含医院、工厂、街道、学校

等多种场景。 首先,对原始图像进行数据增强操作,
包括对图像进行亮度调整、对比度调整、水平翻转、
添加高斯噪声等,得到数据增强后的图像共 8

 

000
张,将其作为本实验的数据集。 其次,通过 Labelimg
软件对佩戴口罩和未佩戴口罩的目标分别进行框

选,并标注为“mask”与“face”两类标签。 最后,将图

像以
 

6 ∶ 3 ∶ 1 比例划分为训练集、验证集和测试集。
实验平台和相关配置见表 1。

表 1　 实验平台配置

Table
 

1　 Configuration
 

of
 

the
 

experimental
 

platform

名称 配置

操作系统 Windows
 

11

GPU RTX3060

模型框架 PyTorch1. 7. 1

编程语言 Python3. 8

CUDA 11. 6

3. 2　 评价指标

目标检测模型的性能评价涵盖多个关键指标,
一般采用精确率 (P)、召回率(R)、 平均精度均值

(mAP)、帧率(FPS)等指标对模型进行评价。 本实

验选取的模型检测性能评价指标如下。
(1)精确率 (P)。 是指模型正确预测为正类别

的样本数 Tp 与所有被模型预测为正类别的样本数

Tp + Fp 之比。 精确率主要衡量模型在正类别预测

上的准确性。 定义公式如下:

P =
Tp

Tp + Fp
(4)

　 　 (2)召回率 (R)。 是指模型正确预测为正类别

的样本数 Tp 与所有实际正类别的样本数 Tp + FN 之

比。 召回率衡量模型检测到的正类别的数量。 定义

公式如下:

R =
Tp

Tp + FN
(5)

　 　 (3)mAP。 是所有类别的 AP 的平均值,用于评

估整体性能。 AP 是目标检测精度指标,其大小等于

P - R 曲线下与坐标轴围成的面积。 AP 的计算公式

如下:
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AP =∫1

0
p( r)dr (6)

　 　 其中, r 表示召回率。
(4)FPS。 用于描述模型在图像或视频中检测

目标的速度。 FPS 表示模型每秒可以处理和检测的

图像或视频帧数。 FPS 越高,模型处理速度越快。
3. 3　 改进模型实验数据分析

P - R 曲线是评估二分类模型性能的一种常用指

标。 是以精确率和召回率为 2 个主要指标,其坐标轴

的横轴是召回率,纵轴是精确率,曲线上的每个点对

应于一个不同的阈值。 随着阈值的改变,模型的召回

率和精确率会发生变化,从而在 P - R 曲线上形成一

条曲线。 曲线所围成的面积为AP 值,mAP 值由AP 值

求平均所得,本研究中由“mask”的 AP 与“face”的 AP
值求取平均值得到,结果曲线如图 5 所示。 由图 5 可

以看出,改进后模型的 mAP 值大于原模型的 mAP 值。

1.0

0.8

0.6

0.4

0.2

0 0.2 0.4 0.6 0.8 1.0
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图 5　 mAP 对比

Fig.
 

5　 Comparison
 

of
 

mAP

　 　 改进前后的 YOLOv8n 网络模型和原网络模型

对口罩的检测效果如图 6 所示。 图 6(a)、(b)中,左
侧为原模型检测结果,右侧为改进后模型检测结果。
图 6(a)中,原模型检测口罩的置信度为 0. 86,改进

后的模型检测口罩置信度为 0. 91;图 6(b)中,原模

型重复检测一个口罩目标,改进后的模型无复检情

况出现,且置信度相较于原模型有所提高。

(a)单目标

(b)多目标
图 6　 检测效果对比

Fig.
 

6　 Comparison
 

of
 

detection
 

effect

3. 4　 不同位置添加 CBAM 注意力机制效果对比

为探究 CBAM 模块接入位置对网络性能的影

响,设计以下实验。 在特征提取网络不同位置接入

CBAM 模块,在相同训练环境下训练模型,实验结果

见表 2。 表 2 中,第 1 ~ 3 列为 CBAM 模块不同摆放

位置,第 4 列为 mAP 值,第 5 列为检测帧率(FPS)。
由表 2 中数据可知,将 CBAM 模块放到前 2 个 C2f
模块之后效果最好,mAP 与 FPS 均高于其他 4 种

情况。
表 2　 不同位置添加 CBAM 注意力机制实验结果对比

Table
 

2 　 Comparison
 

of
 

experimental
 

results
 

of
 

adding
 

CBAM
 

attention
 

mechanisms
 

at
 

different
 

locations

第 1 个 C2f 后 第 2 个 C2f 后 第 3 个 C2f 后 mAP FPS

√ 0. 899 79

√ 0. 907 74

√ 0. 898 78

√ √ 0. 916 85

√ √ √ 0. 895 77

3. 5　 模型对比

为验证本实验模型的有效性,在相同参数下,与
其他常见目标检测模型进行对比验证,结果见表 3。
表 3 中,第 1 列为模型名称,第 2 列为模型参数量大

小(Params),第 3 列为输入图像分辨率(size),第 4
列为 mAP 值,第 5 列为检测帧率(FPS)。 从表 3 中

第 4 列、5 列可知,本模型的 mAP 为 91. 6%,FPS 为

85。 综上所述,本模型对口罩的检测速度与精度均

优于其余 4 种模型。
表 3　 不同模型口罩检测效果实验结果对比

Table
 

3　 Comparison
 

of
 

experimental
 

results
 

of
 

different
 

models

Model Params / M Size mAP FPS

本模型 5. 94 640×640 0. 916 85

YOLOv8n 5. 96 640×640 0. 895 79

YOLOv7-tiny 11. 70 640×640 0. 897 44

YOLOv5s 13. 70 640×640 0. 854 23

Faster
 

R-CNN 108. 00 640×640 0. 525 15

4　 结束语

本文针对现有口罩佩戴检测算法检测精度低、
速度慢的问题,通过改进网络模块、引入注意力机

制、优化损失函数改进 YOLOv8n 模型。 提出了一种

高精度的口罩佩戴检测算法。 首先,在 C2f 模块中

引入 CA 注意力机制,提高模型的关键特征提取性

能。 然后,在主干网络中引进 CBAM 注意力机制,
改善网络的空间关系感知能力。 进一步,设计了
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WIoU 损失函数,约束网络在 IoU 计算中的权重分

配,提高网络的检测精度。 最后,不同模型口罩检测

效果实验表明,改进后的 YOLOv8n 模型精度提高,
mAP 达到 91. 6%,检测速度提升,达到 85

 

FPS,能够

满足实际场景应用需求。
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