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An Offset Minimum-Sum decoding algorithm introducing
the evolution of information content

WANG Kun, WANG Juan, CHEN Feng

(School of Mechanical and Electrical Engineering, Xi’an University of Architecture and Technology, Xi'an 710055, China)

Abstract: In order to solve the problems of inaccurate offset factor calculation and high hardware computational complexity in the
traditional Offset Min—Sum ( OMS ) decoding algorithm, an Information Evolution—based Offset Min—Sum ( IE—OMS ) decoding
algorithmbased on information evolution theory is proposed. IE-OMS algorithm adopts the information evolution theory to establish
a mathe matical model for calculating the offset factor, and calculates the information mean value of the update between nodes
through the probability concentration function, which realizes the accurate adjustment of the offset factor in the iterative process. In
addition, the IE-OMS algorithm introduces a weighted average method to deal with the dynamic change of the offset factor, which
ensures that the hardware only needs to save a unique offset factor during each iteration. Compared with the traditional OMS
algorithm, the IE-OMS algorithm not only reduces the BER and the average number of iterations, but also reduces about 30. 1% of
logic components and 33. 33% of memory resources in the hardware implementation. Simulation results show that the IE-OMS
algorithm has better performance advantages and application potentials by improving the decoding performance while reducing the
hardware computational complexity.

Key words: low—density parity check code; Offset Minimum—Sum algorithm; information evolution theory

0 3 = 1 fiff 1% 52 2R BE AR A 5, LI, LDPC A% /£ WiMax
IEEE 802. 11n %538 {57 & 4t 45 2 T KV Y B

PR %% B 2 (8 4 56 15 ( Low — Density Parity — Check s A A AT A 37 T B — PP A T R
codes, LDPC) J2&: i1 Gallager' " 7£ 6 SC i YR 4R H LDPC %1 & 15 %% ( Belief Propagation, BP) ¢
(4, LDPC M AL EA T AR PR A S mas e At S e A 58 R0 8 8 o 2 ) 0 £ BT
AE, 10 A AT RO MRS 454 S 2 S5 R A rh BTl 1RO B PR R B A A B 1 % R SR AR

EETR: PUEZAEIT AL E (213C018) 5 BRVEA # ™ L EE W H (2023-ZDLGY-24)

EE®E N £ (1997 —) L WLAFR A, FEUI T BOGETE; BR OB (1999—) B BB A RIS 5 I BOGHEE
BEEE: £ H(1978—) %, WL B, FEAFIr ) RWOGIESS . Email : juanwang168@ gmail. com,

W fs B HA: 2024-01-09 IV ENRE IR v 5 AH a5 & A




5510 1

b, A — R SRR L A D A% A/ AR A 97

R, 5 BP AL, F/VAT(Minimum Sum,
MS) PRI FLED 2 AUE B Fd R R T 4%
(B AR/ M A TSR /N TS (H W]
HORPERE TREAIAIRT, 1 5kkb MS 332 14 BE 45
5% IH—Ak B /N1 ( Normalized Minimum Sum, NMS)
PR A w000 Fn 1w 7% B /)N A ( Offset Minimum Sum,
OMS) BT Xt MS Sk b A7 T ek, HAfuk
JEArTER S RS B AR g I T R T
F % R, AT S5 B 1 35 A M B Y 4 A, SOk
[ 8 il 51 AMALY- 2 R B0 NMS 53 i kA0
Y R R 76T A8 LB I, BRAIR 1 R E A7 i
Ko SCHRL9 ] BP RRG ST 70 73 J2 1t SR A 11
it B8] A T {5 B & 8 48 (Information Evolution, IE)
O X R AT AR, M AT 4 2 B/ R
(Layered Min Sum, Layered —MS) E =R ¥ -
T IR P B S e B (R AR A A R B A

IR BVEAE % JEAE m PR P AR 1Y [R] I S BE
AR PRI A A BE R SR A T [ At A2 e 1R
PEREFMIRIT R R BE R oK, S th —Fh L 5 B
1S BRI 1Y #2 B¢ /N A ( Information Evolution based
Offset Min Sum,IE-OMS) #4515, IE-OMS 5712
FAE B R e X ARG AR b 0 W A% R 247
TREORIE R JER A TOIMACE Yk AR AR AR AR
AR HF IR A — I — 1 i B Y 7, TE 3 5
PRSP RE Y RIS R AR T RECR TS 2, LA
FW] M TGRS 3% TE-OMS Bk AL
IR T IR AP 2 AR UK, T ELAE A 58 B ik
DT R IRIHAE,

1 LDPC fBRyiZmE %

1.1 MHLRLLEEEBEZ

BP Sk — Bl 3k R R ARk
T KT ] 25 PR A A S AR A BRSOk
1715 BB AW AR SR B33
WCSURAT A 1k BP B0 10 Ak 3O A (RIS AL 1
BT R AR B A A e JF L
THAEICHE A I TR] RN BT, Ay ik T3k — ) R, %o 5 A
SR & {5 1% # ( Log Likelihood Ratio — Belief
Propagation, LLR-BP ) PRAG A 1 P gl 4

LLR-BP B33 fff HI fa7 5. 1 b ik iz 53k A0 BP
A RysRE TR AR T R R 4
Jii 1 R E] 645 LLR-BP S35 48 55 bR i rh B
AHE B AT A7, LLR - BP PR A% 5 ik i B 4
BN

(1) P15tk £ 4 % A1 BPSK I &l J5, 7E
AWGN {538 F i #8345 8 v, X5 L8R e ( Log -
Likelihood Ratio,LLR) % .

1 2y,
+ PR
exp s . 2,

L(l) =L(yv.) =1 = — 1
(4) = L(3) = 1n vy O

1 +exp 5
Horft, L(o,) FORER A o, BB o, 16

BRI 1 FRER L IRER Gy, (i = 1,2, 0) R
REGE AWGN {53 J5 15 B P 515 6° FoR M
W,
(2) AR
@ BT S, MR AZE .
L(l)(cﬁ) = 2tanh ™' ( ’ H tanh(;L(”(Uﬁ')) ) (2)
i eN(j)/i
Hoir, L(c,) FRBITT M ¢, WZE R 5 0, 15
AR RN (G) /i RoRBR T AR S0, Sh g1y
e, I A TRAR AR AR B AR
@ Aty SR, AR AZE .
L) =L(y) + X L7  (3)
JeNG)/j
Hrf, N(i)/j %‘%/%B%T&%)*ﬁﬁ c; Ab, BT
Ao, BTSRRI S
(3) iR, MR ARy,
L9(q) = L(y) + X L (¢ (4)

JeNG)
Hrbr, N(i) 2855 5o, B2 FRA SRR SR 1Y
MRS,
(4) AP, HEIAER .
1
. :{0, LY(g,) >0 (5)
1, L(”(qi) <0
Heip, LY (q,) > 0B, m, =0;L" (q,) <O0H},
m, = 1, FMEEEF m(i) = (m,, my,,m,), H
TR BB, m" R KEHEENE m 5, 4
Hm'" = 0 B} 45 1RGSR 4 m (i) 1R R IRms 4 2R
B w0 L1+ 1 SREE AR, BRI LR RIR K
R, IF 25 PR R bR A
1.2 SNMFEEEREECEZX
LLR-BP BE7E T A 5 s 5 B T
tanh PR, iz B 7ERE (R SC L LR TR S A 3R
T3, STHFERE W Z B IR FAERE S 0], ol T
X — A, MS PRSI 4 o, LA O JEARUR )
FH% B pRECR /N SR T AL LLR-BP 2331 tanh
PRAAYIZ T MS Bk ARSI AT B AN .



98 o i w5 MM

ERRES

L) = I sen(L(v;)) x

i eNG) /i

‘min (lL(l)(vﬁr) ) (6)

i eNG) /i
MS Bk BARBEAR T A3 15 U A =AY
SR AL R TR PR T SR MR, LLR -
BP S RS Y (5 BT P ] T tanh BRECH
arctanh PRZL, H ' tanh BB AVERI M (-1,1),
arctanh PRECHT AL R (o0, +00 ), Z3d tanh PR
oz, B SR BIBUE IS FIBR I (-1,1) Z ],
ZUSREIBR R, HARHE 2k — Db,
arctanh PRELHEA TR 52 B, FL 25 5L AT e 2 1] T3 K
FOAE, DTG MS 33 AR 36 5 A S (B D e
e MS B R B TR 1) R
OMS PR BER . 75 OMS 3k AL IR 39 R 3
A a2 e 7 ] 1 B ki MS SRk
AR AT, OMS SEEARXS T MS S A
T REH AR
Lw(cﬁ) = H sgn(L(1>(yi/j)) X

i eN()/i

max%(’min (|L(1>(1Jirj)|)) -B,0f (7)

i eNG)/i

16 OMS Bk E A fe v w8 K+ B frde [
EAE G| NRZEFEORMERER I . A Tk
XA R, TE - OMS 500 F) F AR 2, v 728 B R X 2
R A% K B #EAT R B0 ) R | I3 3 i A
IR T R R UGE GS  h R R A —
ME— e A1 B Byt , MRS =i P RE 1)
[ s} R AP S P 11 A D B

2 MHHREBRNUZEEX

2.1 EEEETER

BV AR R AR PR A TR X 2 A A
PR PER I R () PERBUEA T UL AL . a3 7R AR (R
R P AT AR A BT 1 A A S S B R A sk, mT i
SRR A B RS TP BE DL B AR SR 23S ] ) e A 1ok
2, B E B AR o R AT B MR BAR
Hh R I B i AR O, DT A ] A ) A Ak 4
PEEEILRTT ) AT,

T _ plx=+11y)

LU =g _

I p(x==11y)

I _ (8)
o _ plx=+112)

T Fpe=-112)

Horbr, 2 FRY G B, y A1z 2 7m ab A U R
R TR R
TE-OMS B33k A 5 A2 2 il e A 00 1 i AR

M RBE S o R MR A S A S BRAN)  B
3R TR R A S A 1 RS A AL
TR AR MR T SR B
FikAXWT .

F(p,)=exp(B+ X, p.H,) (9)

jeN(i)

Horr, p, FORASRAT R v, BB 8 F T
WIRBE IR T s p, R BT AL o IBESRAA H, 3R
NI H 8 j AR 1 A 55 1 AR RN
Z I ) HERGE

A3 (9) AT, IWES R B Bl FH ok R B Al 3 42
HhRE BRI AR YT SR S AR AR AL T R
E] AR RO IE . M AmEE I B /MR, 4715 45

5 R BRI ) A R TG S 2 S
T B KRS, &1 S E BRI gE T A
FITFREILME B R PE e . SR, iR m A R+ g it
AN, S FEOT SR B R NS | S B i3
bk fe ;s A, IR 1 B i K, &8k
FRUEE 2 | W S5 B AR 1, B 35 s & 146 )
i, L, 7E IE-OMS Fik kR it rp | A 1h
FImFS R+ B 28 JC T 2L, m] A A B8 s LA e B Al
SIGH ARSI RE

2.2 BEXRERBPEBETFHITEZES

FEE REA RIS B AR Y R B
BORIET PG EE S B T, 7€ LLR-BP 5%
RN MS Bk b A S B AR Y S S B R
TR R Y R E S B T, R
LLR-BP S F MS 5303 4 565 4 50 B8 5 Jr Rl r
BOAY AT AERA T UG A RS R B

A by Rl h, 53513675 LLR — BHF MS B 4%
B0 s BN AR s S B R R AR N

h, = 2tanh_1( H tanh(;L(”(vﬁr)) ) (10)

i eNG)/i

h= 11 sgn(L"(v;)) « min (1L (v,) 1) (11)

i eNG)/i i eNG)/i
LLR-BP 5490 MS 5572 () M >R 46 v i pR B
IR U R
Fohy = Tt o) (1)
2mo = !
1 +oo dc—l
Flh) = ——(] hdl"(u0)" (13)
2o T = !

Hr, o = /2N, ,d, FRBET S5 SR,
454 F(h,) M F(h,), LLR-BP B3%H1 MS Bk
RSB0 S B AR 1 R DR AR BB A



5510 1

b, A — R SRR L A D A% A/ AR A 99

EQh 1) =] Th1-F(h)dh,  (14)

EQh, D)= [ 10~ F(hy)dh, — (15)

HRAYE by FN Ry, 308 RE R AR o EE pRBCRT AR

LLR-BP S5 MS SETE B UGE AR P A g6 s ity
SR B RS B IER B, AR .

L(l) B 2n-1\ d, -1
E(tanh( (21]}1 ) ) )

— -
E(h )= | =
(h 1) ™o ,,2':1 2n -2

(16)

A _ \ dfl
E(h1) ==1J#E1-F(“y)-+F(“+y)E dy
o 0 o o |
(17)

H, o= ./2N,/2, u=4/N,,

FETE( b 1) ME( hy ) el UaE P
T BB, A F IR .

B=E(h 1) —E(lhy1) (18)

TEEUEAUG B 57 G5 B M A R A rh i
PRI 2 Bt o 3% AR 0 2F AT T OB W kAR B Ak, R S
OMS FiE YA 7 B AU 5 T 5 — kAt
FARENN  JCVEHERR N T IR 22k, N T v il
BT B 1Y Ja BRI 42 FHIR S R0%, IE-OMS 5k
PS5 2k AR R R G B R AR B R sh AR R
AT B, LA & i N R 43 A 1 A8 4k, AT 2
= IE-OMS Bkt fe
2.3 REEKPEEEFHITERR

FIFHAT B8 A B A 4077 s AR B9 05 2
] ) AL B R AT 12 AL RME SR AS A4 BT, vl 3153
BT SRS RUME 53 A, 1T 45 B AH B 1) A 32 4
HRE RS, B R P B RSO LA A
SUME B BME X 2 IR Z (5 B E 2 5
HEAT LA SRR 3 W B IR - B I HUEL,

4 hy F7R OMS BE RS 7 s B4R 19 0 Y
F R #RA, R TR

hy = H sgn(L“)(virj)) X

i eNG)/i

max{(’min <|L</>(Uiif) 1)) =B8,0} (19)

i NG/
T TR BB RIAS, A B
W = max{ ( min <|L(Z>(1}i'j) 1)) -8,0f (20)

i eR(j)/i
GEA(E BB AR (8) T A I B O R
Sy A R R ST
P(X=x)= Y p(x) - log(p(x))  (21)
H, P(X =x) FoRBENLASE X BUE R ~ R

Rop(x) RIS X BUE R » BOBER i 0 £
NBEMLAR B X B — A HAREUE,
TEJG 227 SUF Bk R rh 1 SUE B A
BRI PRECHIA AN T s
F(x)= P(Wsx)= {1-[1-PUL"(v,) <
x+B DT - P(x=0) (22)
W RAE B A TR B R ER IS
F(x=i)=F(x=i) -F(x=i-s) (23)
Hrp, s FornEfbbk,
ARG R A B AR Y SR AR R A (E
E(l hy ) BRI PR .
E(1hy1)= E[max( min (IL"(v;)1-B,0))] =

i eN()/i
E(W)= i+ F(x=1i) (24)
AR AR SR, 785 e dg— kAP ]
Ao A58 SR A £ R B4 B2 S A e i A D B
T B, PRSI B, 7 S — KT A
YRR, AR PR
| :{E(Ihzl)-—E(lhll), 1=1 (25)
E(lhy1) =E(lh/ 1), [=2
Horp, B, R85 1 UkAC B (A% R 7
TEAFUCEE A, 38 T T 51 0 T8 BB A £ R
PfE, PRI Z AT 15 B S AT HLAR, Rx i 85
PIT B BTSSR . IR AT S B ERCR, Ty
RAGESIN T B 5 I A hir i S E R, 7T/ M Es
B XA N T B HYIREE  (AS1E R SRR
AR A7 S S PRAFTE— AR R A PR K, A
A ER TE-OMS Bk Soa BRI EVE
2.4 ETWRFHURSEETFLE
I s O AS B RS X 7 B A7k E
AAFar IR 19 2 PR YRR A 3R i X 17 £
AN T B, T LABE— AR R PR R , (LT HR
FERARAFHENL o Ry T PR i 1A 1 R A ] i e A1
TR TR S ARG 34 46 Sfe Ak P2 AR 75 B
By, FEREIACT- 0S5 1 45 A S B Uk A i
IS A HE— (3% 57 B, T il R A RR

1 6
Bzg.ui : ;Miﬁz (26)

Hodr, w, FORE | AN IR 250

B 1A B 19 0, TE - OMS 823 i 18 1 g
T TR R T g 18 48 TE BB ) AR Ak AT AK
P ACUE IR AL AL R A, BAR I A R B R
pmy =0.20, u, =0.15, p;=0.10, u, =0. 10, us =
0.05, we =0.01, TEWIAGEAC B B 0y in AL 5 B0



100 oo ®m M5 M OH

ERRES

K, AMEAEIE BE S0 76 T AR IS BN ; 76 5 22k S
BER AL R B0 #0801 , LASE VA& 1E #8110 F

FERRRGEA R AL IO 2440 7 i A PR A% 1A
+ B, AT LA 4 Hudd S X+ B i sh &2 4k, (A
i, BRRGEAR RTT —A SN — A A7
A EIMACT4 IR B+ B, I A Bk as AR
JIEXF B ME— DAL A1~ B, (115 TE-OMS Sk R 12 5
PR RE A [ B A R A R R

3 EROW

3.1 FEMEEHESN

TEAR YA B, ffi ] TEEE 802. 11n A5 7E R 1Y
LDPC fi%' ') 2% 7 (8448 ,4224) . % i Matlab %%
PEAT —F ) AH A% 4 55 ( Binary Phase Shift Keying,
BPSK) 8l 77 = i ik & 8 1 A (AWGN) {738
D5 I, M T FEAS [RIE M LR S iR i 5 F
B ARREL, AR W L e 20T 20 YGEAR, IE40
1T 2 200 MWL, K 1A TE-OMS Hik5HE 6
PR R PRSI AEA ] SNR R AJERASHRXT L

10°
107

107

B
10"
ey

10*

10°

10°

0 02 04 06 08 1.0 12 14 1.6 1.8 20
{HM LL/dB
BP MS NMS OMS
DE-NMS Layered-MS IE-OMS

E1 AE&EENRBEIE
Fig. 1 Comparison of Bit Error Rates of different algorithms

K1, NMS 575 OMS 53 . DE-NMS 5k |
Layered Min Sum 5.3 Fll TE-OMS 52 #R 2% MS 55
et B R SO R S R RS S A
BT MS B kA B AR R e RS PE e A B
BHEEE . Layered Min Sum .7 fll IE-OMS 592
FOTER 1 RE 20 AR AL, (H TE-OMS 21 By 7 Rk 57 42
T BP Bk, XEH N, E IE-OMS B3k H 5
iR A AR B R AL ) RS R Bk R
W EE B R, (A5 5L AR % T M AN
[ A 1 ZER , IE 4RI B 42 3 T B A R 119 1280
PEBE, S R MERE RS, &1 2 O IE-OMS Bk 5

B 6 FhANR I RS B EEAE AR SNR T 191 248
DT

20

TR
=

41012 14 1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2 34 36

{51 [/dB
BP MS NMS OMS
DE-NMS Layered-MS IE-OMS

2 RAEEERFIER RS L E
Fig. 2 Comparison of the average number of iterations of different

algorithms

2 MS B8k B Sl B fe g, T kAR
UHEZ X MS Bk Bk 5 1 5 R il sk
PEREITL, AL 2 T, TIE-OMS 589 ¢ 30 M de hy 11 ik
NS St | S SI0EE B TR PR, i e A ik AR R /b
B R IE-OMS 5k i 51 A M5 B 2 AR g,
X5 5 A5 S IR S 431 AT 5 A 2% HLMERA Y Ah
B (A58 LA T R 1 WA SICEEE E AA A B) 26 ARR
B, NI = T IS R M RE
3.2 BERESW

NMS #.  OMS 575 DE-NMS 5% | Layered
Min Sum B35 Al IE-OMS B 7L AR JE X MS B3k B ok
b ABEATR A MS Bk, X7 MORTE R Bk
FE— R %A I R b B 965 i A 5 T i i ) e
PREEVELZE 1, ER L N, FR IR H bt &
“1" Ui R ORI RE H (AT,

F1 BRRPABEENEHELE

Table 1 Hardware complexity of verification node information
update
(s
ik
ik Feik ek HeR
MS 0 0 2N, - R 2N,
NMS 0 2N, 2N, =R 3N,
OMS 2N, 0 2N, - R 3N,
DE-NMS 0 N, 2N, - R 3N,
Layered Min Sum N, N, 2N, - R 3N,

IE-OMS N,
BP 6N, - R

0 2N, -R 3N,
0
1 MS FERY TR R 4 K, Layered Min

6N, - R 0




5510 1

b, A — R SRR L A D A% A/ AR A 101

Sum Bk TH I 52 2% 2 W &, TE - OMS 3503 A X T
Layered Min Sum 535 L8R T ik iz 5, 1T E 44
T TR R M RR A [R5 48 TR IA

fifi 3% F Altera Cyclone FPGA, TE-OMS %1%
Fl Layered Min Sum S35 7ERE | SEE | A 4 5% I 55
RGO 2,

%% 2 ™ Layered Min Sum 5574 75 %2 8 22 0 A {4
BRI, X Je RUOMIZ G I T RGP LA 25

Z (B BT ARG R SRR — 2 15 B AL A
HHT, IE-OMS 5.3k 75 A i A R 9 U5, 3 & A
NZATE LB T Rk 18 5 5 58 784k e 715
JAB BRI 45 TE-OMS 5592 78 A F5 4 v 13
BEY [l I 5 45 BE P 9, AHXT T Layered Min Sum
L TE-OMS 832 ] FFIK 2 35 o 50 29 30. 10%
DL A 7 2R 2 33.33%

#£ 2 IE-OMS &% Layered Min Sum E;XEHZRERER

Table 2 Hardware resource requirements of IE-OMS algorithm and Layered Min Sum algorithm

. N ~ ﬁ%ﬁz a2y
T ¢ (=R - - - Bt
JIEES A Feid:
BT IE-OMS 2 268N, — T56R 240N, 0 2 508N, - 756R
Layered Min Sum 2 268N, — 756R 240N, 1 080N, 3 588N, - 756R
TP AL IE-OMS 80N, — 40R 0 0 80N, — 40R
Layered Min Sum 120N, - 40R 0 0 120N, - 40R

4 HRIE

EEXTAE R A AR T RS 7 B S AN
(I 3 T — R BT ALY TE-OMS iS5 1E-
OMS kit 5 | A M5 B AR B | Seih 5 i 4
W RE B A R AR R PR IR B IR T
WRERAEE MR TR SRS HlZ ROk T
ST AR B, B X 2 YGEARZ Y
5 R ZE AT BRI RS IR T B, FERALR
RS ERE TR T |, ik — 2P AR A T oK
X REE R T B, SEAT AT 25404 B, -4 Ak 3
Ji G5 A A A U 3k AR s T X6 7 1 o — D B8 TR - B,
TEF i PR PERE Y [R] I R AR T BB R BEIR TR R .
ZERBW | SEGEME AR L, IE-OMS 5k BAT
BAR AR SN 1 AR B, ZERE 1 TR
I, 5 Layered Min Sum 535 4H L, IE-OMS 535 7]
DL 2 30. 10% 132 5 o0 440 F 33, 33%

Sk

[1] GALLAGER R G. Low —density parity — checkcodes [ J ]. IRE
Transactions on Information Theory, 1962, 8(1) . 21-28.

[2] LIU Wenjie, HAN G J, FAN Zhengqin, et al. Thre —shold -
voltage—drift—aware scheduling for belief propagation decoding of
LDPC-coded NAND flash memory [ J]. IET Communications,
2019, 13(17) . 2871-2875.

[3] LIU Fei, XU Kuiwen, ZHAO Peng, et al. Uniplanar dual—band
printed compound loop antenna for WLAN/WiMAX applications

[J]. Electronics Letters, 2017, 53(16) ; 1083-1084.

NGUYEN D T, PARK Y. Performance improvement of optical

satellite communications by interleaved IEEE 802. 11 LDPC[ C]//

Proceedings of 2018 Tenth International Conference on Ubiquitous

and Future Networks ( ICUFN). Piscataway, NJ.: IEEE, 2018;

575-579.

[5] WANG XM, CAOW L, LIJ, et al. Improved minsum algorithm
based on density evolution for low—density parity check codes[ J].
IET Communications, 2017, 11(10) . 1582-1586.

[6] Brkut, B35, 220 %. BT M H/NRIY LDPC 3 Bt
BIL[T]. ARG TRSEFHEA, 2022, 44(7) ; 2350-2356.

[7] WU Hao, WANG Huayong. A high throughput implementation of
QC-LDPC codes for 5G NR[J]. IEEE Access, 2019, 7. 185373—
185384.

[8] Mk at, kA, K@M, £H—fLF 71 LDPC #h% 5
(7], EIRHBHIC2AZAR ( AAABIERR) , 2022, 34(1) : 59-64.

[9] Brkat, skid, whih. 5G IR% A A IR 425 W B
T /R [T). HHEAHLRA, 2020, 40(7) : 2028-2032.

[10] WU Zijing, SU Kaixiong, GUO Liting. A modified min sum
decoding algorithm based on LMMSE for LDPC codes[J]. AEU-
International Journal of Electronics and Communications, 2014,
68(10) : 994-999.

[11] BONCALO O, ANTAL G, AMARICAL A, et al. Layered

LDPC decoders with efficient memory access scheduling and

—
~
i

mapping and built-in support for pipeline hazards mitigation[ J].
IEEE Transactions on Circuits and Systems I. Regular Papers,
2019, 66(4) . 1643-1656.

[12]ZHANG P W, JIANG S, LAU F, et al. H-ardware architecture
of layered decoders for PLDPC — Hadamard codes [ J]. IEEE
Transactions on Circuits and Systems I. Regular Papers, 2022, 69
(12): 5325-5338.

(131 eRs. B2 BEVE ARG vk 0 IE W LDPC A MR TTRR[ 1], 7
LR AZRIIR) | 2016, 36(3) : 332-336.

(141 J8M, 2R3k, HSRR. HET 402 0 B AL b oL i A% 52 2 B2



102 /ORI B NS5 NMOA

ERRES

LDPC ¥R EVL[T]. #iE; S5l a4, 2020, 40(4): 110-
112.

[15] MARCHAND C, DORE J B, CONDE L, et al. Conflict
resolution for pipelined layered LDPC decoders[ C]//Proceedings
of 2009 IEEE Workshop Signal Processing System. Piscataway,
NJ.IEEE, 2009: 220-225.

[16]#17f. 5G LDPC i ScB[ 1], M 515 840, 2021,
43(4):1112-1119.

[17] WEE K N, CHEE Y L, KEIVAN N, et al. Application of

NOMA for cellular — connected UAVS: Opportunities and
challenges[ J]. Science China ( Information Sciences), 2021, 64
(4):1-14.

(18T PNRZE, BRFHEI Y, Hhosld, . T B 7 B K T % &
A R E 25 vk [T]. MRRIR TR K244k, 2023, 44
(11) :1996-2004.

[19] MR, THEE, T, %, ST LDPC 545 50 58 B 14 4 i 52
Wit [ T]. sk, 2017, 33(S1) :284-288.



