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Research on event extraction based on entity recognition and elements matching
CHEN Changjia, DAI Li, JIN Zhikai, WANG Xinyue

(School of Economics and Management, Zhejiang Sci—-Tech University, Hangzhou 310018, China)

Abstract: Specific events can be clearly distinguished based on environment and action elements. To achieve event extraction, the
named entity recognition model is proposed. The named entity recognition model with BERT, BiGRU, CRF and added attention
mechanism can accurately identify the environment and action elements in the text. It is verified that the F'1 values of the model for
time elements, place elements and event trigger words reach 0. 852 7, 0. 886 2 and 0. 820 1, respectively, which has the good
recognition effect. An innovative event environment element matching algorithm is proposed to complete the corresponding division
of event—time —place, so as to realize single event extraction based on specific environment. This research method can provide
technical reference for the construction and application of event corpus.

Key words: event extraction; element matching; attention mechanism; named entity recognition

0 51 §

FHMIBOE A SRE F AL B R AL 55, %
GE AT RIBOCHE T SCAC R A e DT E A, BRIV aa o
R BEE 1 B8 UL I DA A 25 46 A SCAS v il BB 4 P
7O BT R AR FOR T M, N TR e
TRIEE 5 > PR TR R 35 T 22 I 2% ) 2R il B
DR B Y S A, B (R B AR A
AN A PRI A AR H BT, AR ST Pl 48
AR SRAF SO TE M % i BB R
A ECE ARG H Ak B8 = 0 SOA Bl oF L AL
AR X T4 T 9 SCAS B T (A KA

AR BA TR X, Il e Se 5 R A2
Lz 2 PR P AL i AR (IR Al Bl S AR S
%,

i 44 SR O A SR R R SR F2 R SOA
R B TR 7 R ST R A Tz
TG il 44 S AU T VRS T A5 5 SCARRHIE Y DL
AL, AT 550 5 1) 4 ] 3 (E R Sl e T LTI 9%
i 2% ) R SR dr IR, BUAE VR 2 ST R
JO7 A 0 K, BIF 5T B TR R R I AC A2 M 4%
(LSTM) ., fif 5 #ft 28 ] 45 ( CNN) | A T 28 ) 4%
(RNN) SERERI A CRF 2, fl BRI AR T REAS
IE) TG PRZE Y RETT , it 22 0 28 H AR UG8 A5 AR

PR RS BREVEE(2000—) , 3, W90, BRI I0 55 ST I 5 (3 B RAOHF & 5 S8t (2001—) | 3, BULBRSE A , S BBFGE 1L« f
SIS (5 RGOS 5 FIHBL(2004—) 0, RRME, EEBGE 1A« 5 BT 55 AR SHF%
B (U W (1977—) 0, Wit LSO, B FI0r 1 BUBRBLM A7 R 1k 5525 4, B9 LA 8 R0, SRR B R L Bmail, dlzist@ 163,

com,

Wi A 2023-12-24

Y P ENRERELN o= K4t 55 A




59 1

PRELE, &5 ST IARUN R Z R DT FC A SR O AT 91

SR PERBIZ b Y 44 SR 3 Sy 2 AHSE
s IR EE T LSTM R CRF (9156 2 R 1A 760 55 )y
52 A 24 AR Ko 43T 55, R T SE AR R
FRLHE . BEAM K B 20 ) 4% KR A A 24 I 4% ]
FHZE A 24 LR HNT 55, AR T R4 B9 SR8
BIRCR

FE— B R SCARRGE O A UE A A S B Y T
BEME M AR T R 2 A e e A AR e
R FHMAE R — SCB R AT A AT K] 43 2
W A Ty 2 Y [ 4238 355 [ B Ak R 2 AR () i
Bl BB SR B AR A Be 0 S5 0 TR
B, Xof AR B T H RN e 4L HE
&L R 4 E M AT W R
T 6 MIUCRYIA, ok KA E R R Z
FpE A B AE T LR B — sE e e SR
FEfioh K ) R ] 5 S A 4 00 R R P Y
SIVERAEEEE R RSB 2R 35 A B, A SCoE
FIL i 24 SEAARTEN 452 AR R I A2 flo e 1) B B[] |
SRR T Bt TS SR A B[R] Hb R R
VERL R, ST DABRSE B R 4 o0 48 b 1) 5 4k
B, [l SOHE T 1 AR K AR AT TSR 5
UEER] T 7 A TT AT S S 0 A e () A
B R T 2%

1 MEERIRMNEE

WSINTEE JIHLE Y BERT-BiGRU-CRF (3
T 2 ) [ 058 5 2 PUNIBE Y i BERT J= |\ BiGRU
2 TR J7)Z K CRY J2 U853 20 B, 43 ) ok 52 31
HASCOR T SO Y ] i B A A SCAS i T3 A
M A R O T BE
1.1 BERT =

BERT MIZ5 5k anfdl 1 o, B 1w, — Bk
FIAK AR PIZE[ CLS ] ) ) A [ SEP ] ) 2 [6]
HREE RG, #1754 BT IE A 5 3R W) & (token
embedding) Bt 7% 0] & ( segment embedding ) LA S £
B[] & ( position embedding) =343 BERT 45 % fi
23 WG R D CUD, (U0 CURTIND ¢ I8 HARHL Trm Fn
Transformer S AbHf | 22 22 X [1] Transformer encoder
¥R T BERT (R DM &5#, T = { T, T,,
T,,--, T,} 4 BERT # R iy i} ia] ] & 51 3%, Hoop
T e R™ ,d FnIn S 4L
1.2 BiGRU E

[ T4 4 B850 ( Gated Recurrent Unit, GRU) J& X
RNN JRIREE W25 1 B, AR T LSTM HLZ5 44 1

TR T, AR T EE AR TP AT, GRU
HOTEER A 2 FrR® ) BILSTM & BiGRU ¥k
RNN [)—FpAS 4548 . GRU Al LSTM #43@ i« ]
ShF sk pEhilE Bl MR T LSTM GBI b
AT RS T =N, GRU Sl i B AT LA Sz st
RATAHSE & ] (update gate) , 5 — AT IR N
FET]M, AR, GRU 45k 58 iy 20, S 508
A BRI 2R Sk BN 25 5, VI R R0CR AR 2 T KR
Tt

T, T T. T,
T Trm Trm T
Trm Trm Trm Trm
X X, X, X,

E 1 BERT #&&I%2H
Fig. 1 BERT model architecture
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Fig. 3 Flow chart of location entity integration
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Table 1 Experimental parameter settings

SH4 ZHE
batch_size 50
epoch 100
EZESQ) 2% 1074
Ak s Adam( Adaptive Moment Estimation )

Max_sentence_len
Dropout

Hidden_size

252
0.5
128

F2 HEELEIAAER
Table 2 Model entity recognition results

A DRI Precision Recall Fl
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HO b & (V) 0.7953 0. 846 4 0.820 1
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