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Potato plants and variety identification based on Swin Transformer
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Abstract; Potatoes play a vital role in China “s agricultural landscape, boasting a diverse array of varieties. The accurate
identification of these varieties is crucial for advancing potato breeding. This study proposes a multi — variety potato plant
identification model based on the deep learning network. The model leverages the architecture of the Swin Transformer, enhancing
feature extraction through clever improvements in the attention mechanism. Simultaneously, a reduction in the number of model
parameters results in a significant boost in accuracy. The original Swin Transformer achieves 95. 0% accuracy in identifying 30
potato varieties. In contrast, the enhanced Swin Transformer achieves an impressive 97. 1% , marking a substantial 2. 1 percentage
point improvement. These results unequivocally demonstrate the superiority of the enhanced Swin Transformer model in the
identification and classification of potato plants over its original counterpart. The deep learning network model has shown feasibility
in potato plant species identification, which provides strong support for its popularization and application in actual production.
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Fig. 1 Partial plot of the potato plant dataset
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