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摘　 要:
 

双分支网络结构在实时语义分割任务中显示出其高效和准确性,然而低级细节与高级语义信息融合过程中会导致细

节特征被周围的上下文信息所掩盖,导致边缘模糊化。 针对此问题提出一种三分支网络结构,该架构具有 3 个分支、分别提取

空间信息、上下文信息和边界信息。 在语义提取网络中,放弃了传统的 CNN 卷积方式,采用了新型的非跨行卷积方式,并通

过深度聚合模块对语义信息进行深度提取,在最后的融合阶段利用边界信息来指导空间信息与高级语义信息的融合,从而提

高语义分割网络的性能。 最后将所设计的网络结构在城市景观数据集上进行实验,取得了 78. 8%的平均交并比,推理速度为

80. 2
 

FPS,在速度与准确性之间达到了平衡。
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Abstract:
 

The
 

dual-branch
 

network
 

structure
 

has
 

demonstrated
 

its
 

efficiency
 

and
 

accuracy
 

in
 

real- time
 

semantic
 

segmentation
 

tasks.
 

However,
 

the
 

fusion
 

of
 

low-level
 

details
 

and
 

high-level
 

semantic
 

information
 

can
 

lead
 

to
 

the
 

obscuring
 

of
 

detailed
 

features
 

by
 

surrounding
 

contextual
 

information,
 

resulting
 

in
 

edge
 

blurring.
 

To
 

address
 

this
 

issue,
 

a
 

tri-branch
 

network
 

structure
 

is
 

proposed,
 

which
 

consists
 

of
 

three
 

branches
 

for
 

extracting
 

spatial
 

information,
 

contextual
 

information,
 

and
 

boundary
 

information.
 

In
 

the
 

semantic
 

extraction
 

network,
 

the
 

traditional
 

CNN
 

convolution
 

method
 

has
 

been
 

abandoned
 

in
 

favor
 

of
 

a
 

novel
 

non - cross - row
 

convolution
 

approach,
 

and
 

semantic
 

information
 

is
 

deeply
 

extracted
 

through
 

a
 

depth
 

aggregation
 

module.
 

In
 

the
 

final
 

fusion
 

stage,
 

boundary
 

information
 

is
 

utilized
 

to
 

guide
 

the
 

fusion
 

of
 

spatial
 

and
 

high - level
 

semantic
 

information,
 

thereby
 

enhancing
 

the
 

performance
 

of
 

the
 

semantic
 

segmentation
 

network.
 

The
 

designed
 

network
 

structure
 

is
 

tested
 

on
 

a
 

urban
 

landscape
 

dataset,
 

achieving
 

an
 

average
 

intersection
 

over
 

union
 

of
 

78. 8%
 

and
 

an
 

inference
 

speed
 

of
 

80. 2
 

FPS,
 

striking
 

a
 

balance
 

between
 

speed
 

and
 

accuracy.
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0　 引　 言

图像分割在计算机视觉领域是一个重要的研究

方向,旨在实现对图像中的像素进行类别标签的分

配。 在深度学习方法还未获普及的阶段,人们使用

数学和数字图像处理领域的知识去做分割任务。 但

在传统方法中,提取的特征只能是一些低层次的如

颜色、纹理和轮廓等属性。 这些特征是通过对图像

的底层属性进行深入理解来获得的,然后基于这些

特征对图像进行分类和标签。 在传统算法中常用的

方法包括阈值方法[1] 、聚类方法[2] 、图划分[3] 。 尽

管传统算法可以从图像中获取大量的特征信息,但
这些信息都是一些低层次特征,仍然解决不了分割

精度低的问题。 近年来,随着深度神经网络的发展,
卷积神经网络( CNN) 在图像分割领域的应用取得

了显著的成效。 相比传统的手动特征提取方法,基



于深度学习的图像分割算法在性能上具有明显的优

势。
在最近几年中,深度学习取得的可观进展,也不

断推动着图像语义分割领域的技术进步。 众多模型

结构如
 

AlexNet[4] 、 GoogLeNet[5] 、 ResNet[6] 、 VGG[7]

等被相继提出,这也引发了学术界对分割领域研究

的极大兴趣。 2015 年,Long 等学者[8]提出了全卷积

神经网络( Fully
 

Convolutional
 

Networks,
 

FCN)来进

行端到端的图像语义分割。 网络结构以 VGG16 为

主干网络,在网络的最后一层将全连接层替换为卷

积层。 虽然该技术优势明显,但是分割后的图像仍

然存在边界粗糙和分割精度准确率低的情况,如何

更有效地结合和利用多尺度特征,仍是提高语义分

割性能的一个重要研究方向。 因此,人们开始考虑

如何更好地利用网络结构中不同层次的信息,通过

将不同层次的信息进行融合,以达到提高分割精度

的目的。 这种全卷积神经网络不仅展示了如何端到

端训练卷积神经网络来进行图像语义分割,而且经

实验证实其分割精度相比传统方法有了显著的提

高。

1　 相关工作

在语义分割任务中,不管是在提取空间信息、或
者语义信息的过程中,总会忽略图像中的边缘信息。
而能够确保对空间信息、语义信息与边缘信息的充

分提取则是提升分割精度的关键步骤。 针对图像中

存在的小物体如何提取其中的语义信息也是研究的

重要问题。
1. 1　 编码器-解码器结构

早期语义分割方法主要基于编码器-解码器架

构。 然而,2015 年,Long 等学者[8] 提出了全卷积神

经网络,该方法在语义分割任务中将卷积神经网络

最后一层替换为反卷积层进行上采样,并预测每个

像素的类别。 这一创新标志着卷积神经网络在语义

分割领域的兴起。 随后的 2017 年,Badrinarayanan
等学者[9]推出了 SegNet,该网络由编码器和解码器

组成。 其中,编码器基于 VGG16 模型进行物体信息

解析,而解码器则将这些解析后的信息转化为图像

形式, 实现像素级别的物体信息 表 达。 同 年,
DeepLab[10]被提出,并改变了 ResNet 网络中的部分

下采样操作,这个网络在结构中维持高分辨率,而且

在网络结构中存在大膨胀卷积增大感受野。 自此,
基于扩展卷积和上下文提取模块的主干网络成为各

种 方 法 的 标 准 配 置, 例 如 DeepLabV2[11] 、

DeepLabV3[12] 、PSPNet[13]和 DenseASPP [14] 。
尽管扩展卷积模型具有强大的性能,编码器-

解码器结构在计算和推理时间上的表现则更出色。
编码器通常以深度网络的形式存在,主要负责处理

和压缩输入数据,从中提取出有用的特征和上下文

信息;解码器通过插值或转置卷积技术,将编码器所

提取的上下文信息,用来恢复原始图像的分辨率。
此外,编码器结构的网络既能在 ImageNet 数据集上

做预训练,也可以不做预训练,直接在准备好的数据

集上进行训练,就像 ERFNet[15] 和 ESPNet[16] 。 如

FANet[17]则是通过引入快速注意模块和整个网络的

额外下采样,成功实现了速度和准确性之间的平衡。
最后,SFNet[18]则通过流对齐模块对齐相邻层的特

征映射,进一步优化了特征融合的效果。 综上可知,
在语义分割领域取得的可观成果也相继带动了有关

研究的发展。
1. 2　 双分支结构

虽然编码器-解码器架构在计算量降低方面有

不错的表现,但是在图像下采样的过程中可能会存

在信息丢失的问题,导致反采样的信息不完整,进而

影响了分割精确度。 为了解决这一问题,旷视科技

团队创新性地提出一种双分支的网络架构。 在这种

架构中,除了一条用于提取语义信息的路径外,还有

一条保持高分辨率的浅路径,能够提供丰富的空间

细节作为补充,从而提高了信息的完整性。
2018 年,双分支网络结构 BiseNet[19] 被提出。

在双路径架构中,一个分支主要负责提取图像的空

间特征信息,另一个分支则专注于提取更丰富的语

义信息。 由于这 2 个分支处理不同类型的特征,其
特征维度存在差异。 为了更好地融合这 2 个分支的

特征,引入了特征融合模块( FFM)和注意力优化模

块(ARM)以增强网络性能。 接下来在 2019 年,Li
等学者[20]提出了一种名为 DFANet 的网络结构。 通

过子网和子级联的方式聚合判别性特征,采用深度

多尺度特征聚合和轻量级深度可分离卷积,进一步

提升了语义分割的精度。 最近,在 2021 年,
 

Hong
等学者[21]提出了 DDRNet 网络结构。 这个结构将 2
个分支进行深度融合,充分利用了不同阶段的分辨

率,从而实现了更高的语义分割性能。 这些创新在

不断提高语义分割精度的同时,也展示了深度学习

在图像处理领域的巨大潜力。
1. 3　 上下文信息

在语义分割中,捕获更丰富的上下文信息是一

个关键挑战。 为了解决这一问题,人们提出一种分
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层空间金字塔池。 这个结构由不同大小卷积核的分

层组成,致力于能够将不同尺度的信息进行同时处

理。 通过在不同尺度的特征图上执行卷积操作,
ASPP 能够捕获到更广泛的空间信息,从而更好地

理解图像的上下文。 PSPNet[13] 中的金字塔池模块

(PPM)通过在卷积之前实现金字塔池,比 ASPP 具

有更高的计算效率。 与卷积核的局部性不同,自注

意力机制善于捕获全局依赖性。 通过这种方式,
DANet[22] 网络结构采用了位置信息和通道信息,得
到了更加丰富的特征信息。 OCNet[23]网络结构为了

获得更加丰富的上下文信息,利用了注意力机制。
总结来说,当前的工作主要在摸索如何通过网络结

构获取更加丰富的语义信息以及如何将不同分辨率

的空间信息与语义信息更好地结合起来。 随着深度

学习技术的持续进步和新方法的不断涌现,语义分

割领域在未来会取得更多的突破和进展。
本文主要贡献如下:
(1)设计了一种三分之网络结构,多加一条网

络分支进行物体边缘信息的提取,并设计了一个特

殊模块利用边界信息指导空间信息与语义信息相融

合。
(2)在图像下采样过程中,放弃了传统的 CNN

卷积模块,采用了一种非跨行卷积模块,提高了对图

像中小物体的检测。
(3 ) 设 计 了 一 种 深 度 聚 合 模 块 ( Deep

 

Aggregation
 

Module,DAM),采用了串联的方式,从而

获得了丰富的上下文信息,同时又加快了模型推理

速度。

2　 多特征融合网络

网络结构如图 1 所示。 图 1 中,SPD-Conv 为采

用非跨行卷积模块;DAM 表示为深度聚合模块;Bag
表示边界指导融合模块。 主干网络结构为三分支,
能提取图片空间信息、语义信息和边缘信息,通过双

侧融合模块,对空间信息与语义信息,边缘信息与语

义信息进行融合,加强了分支之间的关联性。 其网

络结构详细结构见表 1。

表 1　 网络结构图

Table
 

1　 Network
 

structure
 

diagram

名称 操作 输出尺寸

Conv1 SPD-Conv
3

 

×
 

3,32
H / 2 × W / 2

Conv2 SPD-Conv
3×

 

3　 32
3×

 

3　 32[ ] ×2

H / 4 × W / 4

Conv3 SPD-Conv
3×

 

3　 64
3×

 

3　 64[ ] ×2

H / 8 × W / 8

Conv4 3×
 

3　 64
3×

 

3　 64[ ] ×2
SPD-Conv

3×
 

3　 128
3×

 

3　 128[ ] ×2

3×
 

3　 64
3×

 

3　 64[ ] ×2
H / 8 × W / 8

H / 16 × W / 16
H / 8 × W / 8

　 　 　 　 Bilateral
 

fusion Bilateral
 

fusion　 　 　 　 　 　 　 　 　

Conv5 3×
 

3　 64
3×

 

3　 64[ ] ×2
SPD-Conv

3×
 

3　 256
3×

 

3　 256[ ] ×2

3×
 

3　 64
3×

 

3　 64[ ] ×2
H / 8 × W / 8

H / 32 × W / 32
H / 8 × W / 8

　 　 　 　 Bilateral
 

fusion Bilateral
 

fusion　 　 　 　 　 　 　 　 　

Conv6 1×1
 

　
 

64
1×

 

1
 

　 64
1×

 

1　 128

é

ë

ê
êê

ù

û

ú
úú

×1
SPD-Conv

1×1　 256
3×3　 256
1×1　 512

é

ë

ê
êê

ù

û

ú
úú

×1

1×
 

1　 64
3×

 

3　 64
1×1　 128

é

ë

ê
êê

ù

û

ú
úú

×1
H / 8 × W / 8

H / 64 × W / 64
H / 8 × W / 8
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SPD-
Conv
1/2
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Conv
1/4
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Conv
1/8
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S-Head
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Conv
1/16

SPD-Conv
1/32

DAM BagSPD-Conv
1/64 1/8

LossS-Head

Loss

图 1　 网络结构图

Fig.
 

1　 Network
 

structure
 

diagram

　 　 图像送入网络后,经过新的构建块将图片压缩

至 1 / 8,然后分出 3 个分支。 其中,一个分支提取图

片中丰富的空间信息;一个分支用于提取图片中的

边缘信息;最后一个分支则可提取语义信息。 在语

义提取的最后,通过本文所设计的深度聚合模块,将
图像的 1 / 64、1 / 128、1 / 256、1 / 512 和 1 / 1

 

024 进行深

度融合,最大限度地提取语义信息。 将 3 个分支提

取到的空间信息、边缘信息和语义信息进行融合,融
合后的特征采用双线性插值的方式再恢复到原图片

分辨率,随后通过 Softmax 函数将图片中的每一个

像素进行分类,完成分割任务。
2. 1　 新型的 CNN 构建块

在计算机视觉任务中、如图像分类和目标检测,
卷积神经网络(CNN)已经取得了令人瞩目的成果。
然而,当遇到低分辨率图像或较小尺寸的物体时,其
性能会受到严重影响。 为了解决这个问题,本次研

究引入了一种名为 SPD-Conv 的新型 CNN 构建模

块,以替代所有的跨步卷积层和池化层,从而优化深

度语义信息的提取过程。 这样,就可以更有效地处

理复杂的视觉任务,尤其是在图像分辨率较低或物

体尺寸较小的情况下。 SPD-Conv 是由一个空间到

深度(SPD)层和一个非跨步卷积层( Conv) 组合而

成。 当输入任意大小为 H × W × C 特征图 X 时,将
一系列特征映射分割为:
　 f0,0 = X[0:H:scale,0:W:scale],
　 f1,0 = X[1:H:scale,0:W:scale],…,
　 fscale-1,0 = X[scale - 1:H:scale,0:W:scale]
　 f0,1 = X[0:H:scale,1:W:scale],
　 f1,1,…,

 

fscale-1,1 = X[scale - 1:H:scale,1:W:scale]

　 ︙
　 f0,scale-1 = X[0:H:scale,scale - 1:W:scale],
　 f1,scale -1,…,

 

fscale -1,scale -1 =
　 X[scale - 1:H:scale - 1,0:W:scale] (1)

一般地,通过 scale = 2 对图片进行下采样,生成

4 个子特征图,即 f0,0,
 

f0,1,
 

f1,0,
 

f1,1, 每个子特征图

的形状为
H
2

,W
2

,C( ) 。 此后,通过一个 1×1 的卷积

将形成的子特征图进行通道拼接,将通道数压缩到

原来大小。 图 2 即展示了 scale = 2 时的说明。

space-to-depthonafeaturemap(X) Convolution
(stride=1)

S/2

S/2
S/2

C2

4C1

S/2
S/2

S

S

C1

S/2

C1

图 2　 scale= 2 时 SPD-Conv 的下采样方式

Fig.
 

2　 Downsampling
 

method
 

of
 

SPD-Conv
 

at
 

scale= 2

2. 2　 深度聚合模块

SwiftNet[24]运用空间金字塔池( Spatial
 

Pyramid
 

Pooling,
 

SPP)来解析全局依赖关系,以抽取更深层

次的高级语义信息。 另外,PSPNet[13] 则采用了金字

塔池化模块(PPM),该模块在卷积前将多尺度池化

特征图进行连接,从而形成局部和全局的上下文表

示。 此外,PSPNet[13]还提出了深度聚合 PPM
 

(Deep
 

Aggregation
 

PPM,
 

DAPPM),使得 PPM 的上下文嵌

入能力得到进一步提升,从而展现出卓越的性能。
深度聚合图如图 3 所示。 本文的串行深度聚合模
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块,输入为 1 / 64,通过串联 4 个池化核为 5 的池化

模块,分别获得 1 / 128、1 / 256、1 / 512 和 1 / 1
 

024 图

像分辨率的特征图,而且将输入特征图与全局池化

信息也得到了利用。 在多尺度信息融合的过程中,
输入特征图被融入各个阶段的上下文信息中,从而

更紧密地融合不同尺度的上下文信息。 这种融合方

式有助于网络更好地理解和利用图像中的上下文信

息,提高语义分割的准确性和鲁棒性。 其输入设为

x,输出为 y。 对此过程可以表示为:
y1 = C1×1(x) (2)
y2 = C3×3(U(C1×1(Pkernel = 5(x))) + y1) (3)
y3 = C3×3(U(C1×1(Pkernel = 5(Pkernel = 5(x)))) + y1) (4)

y4 = C3×3(U(C1×1(Pkernel =5(Pkernel =5(Pkernel =5(x))))) + y1)
(5)

y5 = C3×3(U(C1×1(Pkernel =5(Pkernel =5(Pkernel =5(Pkernel =5(x)))))) +y1)
(6)

　 　 其中, C1×1 表示 1×1 卷积; C3×3 表示 3×3 卷积;
U 表示上采样操作; Pkernel = 5 表示核为 5 的池化操

作,在最后的阶段,采用 1×1 的卷积将特征映射连

接并压缩。 此外,为了利于后续优化,还添加了 1×1
投影快捷方式。 这种设计能够有效地减少计算量,
同时保持较高的分割精度。 通过这种结构,网络能

够更好地理解和处理图像中的上下文信息,从而提

高语义分割的准确性和鲁棒性。

1?1Conv
Upsample

Kernel=5
Stride=2
1?1Conv
Upsample

Kernel=5
Stride=2
1?1Conv
Upsample

3?3Conv

3?3Conv

Concatenate
1?1Conv

1?1Conv
Upsample

3?3Conv

3?3Conv

Kernel=5
Stride=2
1?1Conv
Upsample

Kernel=5
Stride=2
1?1Conv
Upsample

图 3　 深度聚合图

Fig.
 

3　 Deep
 

aggregation
 

diagram

2. 3　 边界指导融合模块

为了将高分辨率的空间信息与丰富的高级语义

信息相结合,引入了边界信息作为指导。 尽管高级

语义信息包含丰富的内容,但却往往丧失了过多的

空间和几何细节。 细节分支在此方面表现出色,能
够更完善地保存空间细节。 因此,设计了一种方法,
使模型在边界区域更加依赖细节分支,并利用上下

文特征来填充对象的内部区域。 通过这种方法,本
文研发的模块能够更加有效地整合空间信息、高级

语义信息和边界信息。
边界指导融合图如图 4 所示。 图 4 中, S 表示

空间信息,A 表示高级语义信息,E 表示边缘信息。

融合公式为:
out = Conv((σ × Sigmoid(E) × S) + (1 - σ) ×

Sigmoid(E)) (7)

Co
nv
+B

N

Si
gm

oi
d

S

A

E

δ

1-δ

图 4　 边界指导融合图

Fig.
 

4　 Border
 

guided
 

fusion
 

diagram
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3　 实验及分析

3. 1　 实验环境

本次实验采用的 CPU 为 Intel 处理器,内存为

16
 

GB,GPU 为 RTX3060,深度学习框架为 Pytorch。
详细实验配置见表 2。

表 2　 软硬件实验配置环境表

Table
  

2　 Environment
 

table
 

of
 

software
 

and
 

hardware
 

experimental
 

configuration

实验环境 配置

操作系统 Ubuntu
 

20. 04

中央处理器 CPU 11th
 

Gen
 

Intel(R)
 

Core(TM)
 

i5

内存 16
 

GB

显卡 GPU GEFORCE
 

RTX
 

3060

深度学习框架 Pytorch

3. 2　 实验数据集

本文数据集为大规模城市街道场景语义分割数

据集 Cityscapes[25] ,主要用于自动驾驶领域,共有 50
个城市街道场景。 这个数据集有 2 个版本:一个是

精确标注版本,另一个是粗略标注版本。 在精确标

注版本中,数据集包含 5
  

000 幅街道场景图像,每幅

图像都进行了精确的像素级标注,共涵盖 34 个街景

类别。 然而,在本次实验中,仅使用了其中的 19 个

类别进行实验和评估。 具体地,其中 2
 

975 幅图像

用于训练模型,500 幅图像用于验证模型的性能,而
剩下的 1

 

525 幅图像则用于测试模型的最终性能。
每幅图像的分辨率均为 1024×2048。
3. 3　 评估指标

在 实 验 中, 采 用 了 平 均 交 并 比 ( Mean
 

Intersection
 

over
 

Union,mIoU)作为算法的评估指标。
mIoU 是图像语义分割领域常用的评价标准,衡量了

真实标签和预测值之间的重叠程度。 研究可知,单
个类别的交并比( Intersection

 

over
 

Union,IoU)用于

衡量该类别的预测准确度。 具体来说,IoU 计算了

该类别的真实标签与预测值之间的交集,并除以两

者的并集。 这个比值越接近 1,表示预测越准确。
mIoU 则是所有类别 IoU 的平均值,用于综合评估模

型在所有类别上的分割性能。 通过计算每个类别的

IoU,并将其取平均值,mIoU 提供了一个整体性能指

标,反映了模型在所有类别上的平均分割精度。 具

体计算公式如下:

mIoU = 1
k + 1∑

k

i = 0

pii

∑
k

i = 0
pij + ∑

k

j = 0
p ji - pii

(8)

3. 4　 网络参数设置

预处理将大小统一调整为 1024×1024。 在训练

的过 程 中, 采 用 的 优 化 方 法 为 随 机 梯 度 下 降

(Stochastic
 

Gradient
 

Descent,SGD)方法,并将学习率

设置为 0. 01。 为了加速收敛并提高稳定性,给 SGD
添加了动量项,其值为 0. 9。 此外,还引入了权重衰

减来正则化模型,其值为 0. 000
 

5。 在训练过程中,
使用大小为 32 的批次(Batch_Size)进行迭代。 通过

这种方式,可以在每个训练步骤中处理一批次的图

像数据,并基于这些数据更新模型的权重。 将这一

过程重复 500 个 epoch,以确保模型充分地学习了训

练数据。 在测试阶段,采用输入图片尺寸为 1
 

024×
2

 

048 进行评估。
3. 5　 对比试验

在 Cityscapes 数据集上将本文方法同 SegNet[9] 、
ICNet[26] 、DFANet[20] 、BiSeNet[19] 和 SFNet[18] 等一系列

网络结构进行对比。 实验结果对比见表 3。 从表 3
中可以看出,本文所采用的网络结构在平均交并比

上达到了 78. 8%,并且其速度达到了 80. 2
 

FPS,在
准确率与速度之间达到平衡。

表 3　 实验结果对比

Table
 

3　 Comparison
 

of
 

experimental
 

results

Model FPS mIoU / % Params / M

SegNet[9] 16. 7 57. 0 29. 50

ICNet[26] 30. 0 69. 5 26. 50

DFANet[20] 100. 0 71. 3 7. 80

BiSeNet[19] 74. 8 65. 5 49. 00

SFNet[18] 30. 4 78. 9 12. 87

本文 80. 2 78. 8 9. 03

3. 6　 消融实验对比

为验证三分支网络结构、深度聚合模块与新的

CNN 构建块的有效性,本文进行了消融实验。 具体

实验结果见表 4。
表 4　 消融实验对比

Table
 

4　 Comparison
 

of
 

ablation
 

experiments

Group FPS mIoU / % Params / M

双分支 87. 4 65. 5 5. 73

三分支 84. 2 70. 2 7. 70

三分支+SPD-Conv+DAM 80. 2 78. 8 9. 03

3. 7　 视图可视化

视图可视化结果如图 5 所示。 通过对分割图像

的可视化,可以看出三分支网络结构、深度聚合模块

和新的 CNN 构建块在边缘模糊和小物体检测不明

显的问题上得到改善。
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(a)原图

(b)标签

(c)双分支

(d)三分支

(e)+DAM+SPD-Conv
图 5　 可视化视图

Fig.
  

5　 Visualization
 

view

4　 结束语

本文提出一种新颖的三分支网络结构来进行图

像分割。 主干网络使用了一种用于小物体的新

CNN 构建块来提取网络特征,并利用深度聚合模块

对图片进行深度信息提取;一个分支用于提取图片

的空间信息,而另一个分支则专注于提取图片的边

缘信息。 通过边缘信息来指导空间信息与高级语义

信息的融合, 实现了更加精准的分割结果。 在

Cityscapes 数据集上,本文所提的方法取得了出色的

分割精度。 未来,将继续本文所提高不同物体的分

割精度,并将模型加以简化以加快训练速度,同时确

保模型的准确性和实时性。
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