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摘　 要:
 

针对局部特征聚合描述子向量(Vector
 

of
 

Locally
 

Aggregated
 

Descriptors,
 

VLAD)在线生成阶段的量化残差计算过程

中求得的残差均值较大进而影响 VLAD 检索精度的问题,提出了一种残差自适应图像描述符(Residual-Adaptive
 

VLAD,
 

RAVLAD)。 预处理阶段,通过 K-means 算法对特征空间进行划分,以生成具有 2 层结构的视觉码书。 RAVLAD 生成阶段,
量化残差基于 2 层码书上的最近邻视觉词自适应生成从而使残差均值减小,量化残差的累积则基于第一层码书的各视觉词,
RAVLAD 最终表示为第一层码书的各视觉词上残差累积向量的串联。 为了抑制局部特征爆发现象,采用三步归一化策略。
在 Holidays 和 UKBench 数据集上的图像检索实验结果表明,RAVLAD 的检索性能要优于 VLAD 和其他诸多方法。
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Abstract:
 

In
 

order
 

to
 

solve
 

the
 

problem
 

that
 

the
 

retrieval
 

accuracy
 

of
 

VLAD
 

is
 

affected
 

by
 

the
 

large
 

residual
 

mean
 

value
 

obtained
 

during
 

the
 

quantization
 

residual
 

calculation
 

in
 

the
 

stage
 

of
 

VLAD
 

online
 

generation,
 

RAVLAD
 

is
 

proposed.
 

In
 

the
 

pre-processing
 

stage,
 

feature
 

space
 

is
 

divided
 

by
 

K -means
 

algorithm
 

to
 

generate
 

visual
 

code
 

book
 

with
 

two - layer
 

structure.
 

In
 

the
 

stage
 

of
 

RAVLAD
 

generation,
 

quantized
 

residuals
 

are
 

adaptively
 

generated
 

based
 

on
 

the
 

nearest
 

neighbor
 

visual
 

words
 

in
 

the
 

two-layer
 

code
 

book
 

to
 

reduce
 

the
 

mean
 

of
 

residuals,
 

and
 

the
 

accumulation
 

of
 

quantized
 

residuals
 

is
 

based
 

on
 

the
 

visual
 

words
 

in
 

the
 

first-layer
 

code
 

book.
 

Therefore,
 

RAVLAD
 

is
 

represented
 

as
 

the
 

series
 

of
 

residuals
 

cumulative
 

vectors
 

on
 

the
 

visual
 

words
 

in
 

the
 

first-layer
 

code
 

book.
 

In
 

order
 

to
 

suppress
 

the
 

phenomenon
 

of
 

local
 

feature
 

outburst,
 

the
 

three-step
 

normalization
 

strategy
 

is
 

adopted. The
 

results
 

of
 

image
 

retrieval
 

experiments
 

on
 

Holidays
 

and
 

UKBench
 

datasets
 

show
 

that
 

RAVLAD
 

has
 

better
 

retrieval
 

performance
 

than
 

VLAD
 

and
 

many
 

other
 

methods.
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0　 引　 言

随着大数据、云计算时代的到来,图像资源因其

直观、易于理解的特点获得了人们的青睐。 面对当

今互联网中海量的图像资源[1] ,如何从中快速准确

地找到用户需要的图像成为了亟待解决的重要问

题,而图像检索技术可以作为解决该问题的有效手

段。 图像检索分为基于文本的图像检索和基于内容

的图像检索,由于早期基于文本的图像检索依赖于

人工对图像的文本标注,不可避免地会产生检索速

度慢等问题,因此图像检索已转向基于内容的检索

机制。 目前, 基于内容的图像检索已在刑事侦

查[2] 、纺织业[3] 、版权保护[4] 等领域得到了广泛的

应用。
在基于内容的图像检索过程中,需要提取图像

的特征,并通过查询图像与目标图像特征之间的比

对,实现对相似图像的检索。 因此,图像特征提取的

好坏会直接影响图像检索的效果。 图像特征分为局

部特征和全局特征。 在图像的局部特征中,最为经

典的是尺度不变特征变换( Scale
 

Invariant
 

Feature
 



Transform,
 

SIFT) [5]描述子,由于其具有较强的鲁棒

性,因此在图像处理领域有着较多的应用。 Bay 等

学者[6]提出的 SURF(Speeded
 

Up
 

Robust
 

Feature)描
述子是对 SIFT 描述子的改进,虽然其维度只有 SIFT
描述子的一半,但检索精度能够和 SIFT 相当。 此

后,又有研究学者基于 SIFT 进行改进而提出 PCA-
SIFT[7] 、ICA-SIFT[8] 等描述子。 除此之外,其它的

局部描述子还有面向稠密特征提取的
 

DAISY[9] 、更
适用于移动场景的二值描述子 ORB[10] 等。 尽管图

像的局部特征大多具有鲁棒性等特点,但如果将其

直接用于图像检索,将产生较低的检索效率和较大

的内存占用,从而降低图像的检索性能。 针对这些

问题,研究人员又提出了图像的全局特征,早期的全

局特征有图像纹理特征[11] 和图像全局颜色直方

图[12] 。 之后,研究学者又提出了词袋模型( Bag
 

of
 

Words,
 

BoW) [13] 、局部聚集描述子向量( Vector
 

of
 

Locally
 

Aggregated
 

Descriptors,
 

VLAD) [14-15] 等通过

聚集图像局部特征而生成的图像全局描述符。 与

BoW 统计计数的方法相比,VLAD 通过累积图像的

局部特征与最近邻视觉词的残差来生成图像全局描

述符的方式不仅能更好地描述图像,还能有效地减

少信息损失,因而得到了广泛使用。
现已针对 VLAD 提出了多种改进方法。 文献

[16]提出了一种通过距离聚类的残差中心聚合方

法来解决 VLAD 在残差累积过程中出现的过累积和

欠累积问题。 文献[17] 针对 VLAD 编码过程出现

的量化损失问题,提出一种基于内积加权的 VLAD
软编码方法。 文献[18] 通过拼接图像 VLAD 特征

及图像空间分布熵向量的方法对 VLAD 进行改进,
提出 SEVLAD。 文献[19]提出一种层次码书结构,
使得 SIFT 描述子的量化更加精细,从而实现了对

VLAD 的改进,提出 EVLAD。 文献[20]使用位置信

息熵对 SIFT 描述子的位置信息进行描述,并对各视

觉词上生成的 128 维残差和向量添加长度为 2 的位

置信息熵值,以增强 VLAD 的检索能力。 文献[21]
利用每一个聚类内 SIFT 描述子的量化残差生成残

差集,然后对残差集进行训练生成残差码本,最终将

SIFT 描述子量化产生的主残差和主残差量化产生

的次残差求和得到 FVLAD。 文献[22]提出一种基

于各聚类中局部特征计算各聚类分布熵向量的方

法,并通过各聚类的分布熵向量与残差和向量的紧

凑融合生成各聚类 CEVLAD 子向量,最终将子向量

串联以生成 CEVLAD 描述符。
 

通过分析 VLAD 特征的编码过程,可以发现:

VLAD 算法在离线预处理阶段聚类局部描述子生成

视觉码书时,仅进行一次 K-means 聚类,即只生成

一层粗码字的视觉码书。 在线 VLAD 生成过程中,
各图像的局部描述子也只基于这层粗码字的视觉码

书计算量化残差,这种情况会导致局部描述子基于

最近邻码字计算量化残差时生成的残差均值较大,
进而影响 VLAD 对图像的描述能力。 因此,针对该

问题,提出了一种新的图像描述符生成算法。 该算法

在离线预处理阶段,局部特征空间会通过 K-means
算法生成具有 2 层结构的视觉码书。 在线描述符生

成阶段,量化残差基于 2 层码书共同生成从而使残差

均值减小;为了抑制局部特征的爆发现象,算法中采

用三步归一化策略,从而最终生成残差自适应图像描

述符(Residual-Adaptive
 

VLAD,RAVLAD)。

1　 残差自适应图像描述符

1. 1　 VLAD 描述符

VLAD 是基于图像的 SIFT 特征和词袋模型生

成,其生成过程如下。
在离线预处理阶段中,先提取出各个图像的

SIFT 特征,以形成局部特征空间。 然后,对局部特

征空间通过 K-means 算法聚成 K 类,并将 K 个类的

类心作为 K 个视觉词生成大小为 K 的视觉码书,再
将该码书标识为 C = {c1,c2,…,cK}, 其中, ci 为第 i
个类的类心。 在线 VLAD 生成阶段中,先将一幅图

像的局部特征集合 X = {x1,x2,…,xN} 通过最近邻

原则量化至视觉码书中与各自相距最近的视觉词

上,量化过程如下:
i = arg min

k:ck∈C
‖xp - ck‖ (1)

　 　 其中, i 表示局部特征 xp 按照最近邻原则量化

至视觉词 ci 上。 并假设该图像量化至 ci 上的所有局

部特征为 xi = {xi1,xi2,…,xij,…,xim}, 其中 xij 表示

量化至 ci 上的第 j 个局部特征。 然后,基于视觉词

ci, 计算并累加 xi 中各特征与 ci 的残差,生成 ci 上的

残差和向量 vi:

vi = ∑
m

j = 1
(xij - ci) (2)

　 　 其次,串联视觉码书 C 的各视觉词 (c1,c2,…,
cK) 上生成的残差和向量以生成高维向量 v =
[vT

1 ,vT
2 ,…,vT

K] T。 最后,为了抑制局部特征的爆发

现象,需要对向量 v 进行 L2 归一化,生成图像的

VLAD 描述符。
　 　 在线 VLAD 生成过程的前 3 个阶段如图 1 所

示。 假设在预处理阶段,通过 K-means 算法将特征
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空间聚成 4 类,并生成大小为 4 的视觉码书 C = {c1,
c2,c3,c4}。 在特征量化阶段,局部特征基于最近邻

原则量化至相应的视觉词上,假设量化至视觉词 c3、
c4 的局部特征数量各 2 个,量化至视觉词 c1 的局部

特征个数 1 个。 在计算量化残差阶段,局部特征要

基于所量化至的视觉词计算残差,并将求得的残差

聚集至各视觉词。 在量化残差累积阶段,则需要对

各视觉词上聚集的残差进行累加以生成残差累积向

量。 VLAD 最终表示为各视觉词上残差累积向量的

串联。

c1 c2 c3 c4

v1 v2 v3 v4

特征量化阶段:

计算量化残差：

量化残差累积：

c2

c1

c3

c4

图 1　 在线 VLAD 生成过程示意图

Fig.
 

1　 Schematic
 

diagram
 

of
 

online
 

VLAD
 

generation
 

process

1. 2　 RAVLAD
在编码 VLAD 的过程中,仅使用了一层粗码字

的视觉码书,会导致局部描述子基于该码书上的最

近邻码字计算量化残差时生成较大的残差均值,进
而影响 VLAD 的检索精度。 因此,针对该问题,提出

了残差自适应图像描述符 RAVLAD。 虽然 RAVLAD
的生成也分为离线预处理阶段和在线 RAVLAD 生

成阶段,但对于各阶段的处理均和 VLAD 不同,对此

可展开研究分述如下。
1. 2. 1　 离线预处理阶段

在该阶段,要基于 K-means 算法对局部特征空

间进行处理,以生成具有 2 层结构的视觉码书,具体

方法如下:
(1)

 

提取图像库中部分图像的 SIFT 特征,以形

成局部特征空间。
(2)

 

基于 K-means 算法将特征空间划分为 K
个 Voronoi 单元,并将 K 个类心作为 K 个视觉词生

成大小为 K 的第一层视觉码书,并将第 1 层视觉码

书标识为 C = {c1,c2,…,cK}。 其中, ci 为第 i 个

Voronoi 单元的类心。
(3)对每个 Voronoi 单元中的局部特征,再基于

K-means 算法聚成 L类,并将 L个类心作为 L个视觉

词生成大小为 L 的第 2 层视觉子码书。 由此得到,
第 1 层视觉码书的大小为 K,第 2 层共有 K个大小为

L 的视觉子码书, 记为 {u1,u2,…,uK}, 其中 ui =
{ui1,ui2,…,uiL},这里 ui 为第 i 个 Voronoi 单元所生

成的第 2 层视觉子码书, uij 为 ui 的第 j 个视觉词。
1. 2. 2　 在线 RAVLAD 生成阶段

基于 1. 2. 1 节中层次视觉码书的 RAVLAD 生

成过程如下:
(1) 设某幅图像的局部特征集合 X = {x1,

x2,…,xN}。 首先,将 X 中各局部特征按照最近邻

原则进行两步量化,针对局部特征 xp, 两步量化过

程如下:
i = arg

   

min
   

k:ck∈C
‖xp - ck‖ (3)

　 　 其中, i 表示局部特征 xp 第 1 步量化到第 1 层

视觉码书的视觉词 ci 上。 进而推得:
j = arg min

l:uij∈ui
‖xp - uil‖ (4)

　 　 其中, j 表示已量化到 ci 上的特征 xp 第 2 步量

化到第 2 层视觉子码书的视觉词 uij 上。
(2)计算 xp 基于第 1 层视觉码书的视觉词 ci 的

残差,计算公式为:
rc = xp - ci (5)

　 　 由此得到残差 rc ;同时,也要计算 xp 基于第 2
层视觉子码书的视觉词 uij 的残差,计算公式为:

ru = xp - uij
 (6)

　 　 由式(6)求得残差 ru。
(3)在残差 rc、ru 中,自适应地选择相对较小的

残差。 即:若 ‖ru‖ < ‖rc‖, 则选择残差 ru;
 

反之

选择 rc。 经自适应选择后,所保留的残差向量记作

m, 并将 m 聚集至 ci。
(4)累积 ci 上聚集的所有残差向量,生成第 i 个

Voronoi 单元上的残差和向量 vi。
(5)将 K 个 Voronoi 单元的残差和向量串联,形

成高维向量 v。 对此可以表示为:
v =[vT

1 ,vT
2 ,…,vT

K] T (7)
　 　 在线 RAVLAD 生成过程的前 3 个阶段如图 2
所示。 假设在预处理阶段,特征空间先被划分为 4
个子空间,并生成第 1 层视觉码书 C = {c1,c2,c3,
c4}, 然后基于 K-means 算法再对各子空间划分,以
生成第 2 层各视觉子码书 u1 = {u11,u12,u13}、u2 =
{u21,u22,u23}、u3 = {u31,u32,u33}、u4 = {u41,u42,
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u43}。 在特征量化阶段,局部特征基于最近邻原则

进行两步量化,从而量化至第 2 层视觉子码书的视

觉词上。 在计算量化残差阶段,局部特征要分别基

于两步量化过程中量化至的 2 个视觉词计算残差,
并自适应地选择相对小的残差,图 2 中虚线表示自

适应选择之后保留的残差,并将残差聚集至第 1 层

视觉码书的视觉词上。 在量化残差累积阶段,基于

第 1 层视觉码书的视觉词,累积聚集至其上的残差。
RAVLAD 最终表示为第 1 层视觉码书各视觉词上残

差累积向量的串联。

特征量化阶段:

计算量化残差：

量化残差累积： v1 v2 v3 v4

C1

C3C2
u32

u43

u31

u22

u23

u21

u12

u13

u33

c1 c2 c3 c4

C4

u41

u42

u11

图 2　 在线 RAVLAD 生成过程示意图

Fig.
 

2　 Schematic
 

diagram
 

of
 

online
 

RAVLAD
 

generation
 

process

1. 2. 3　 归一化策略

为了抑制局部特征爆发现象,在 RAVLAD 的生

成过程中,
 

采用 3 步归一化策略:
(1)

 

对自适应选择后保留的残差向量 m 进行

归一化。 即:
m = m / ‖m‖ (8)

　 　 (2)对第 i 个 Voronoi 单元上生成的残差和向量

vi 进行归一化,即:
vi = vi / ‖vi‖ (9)

　 　 (3)对最终串联形成的高维向量进行 L2 归一

化。 即:
v = v / ‖v‖ (10)

1. 2. 4　 RAVLAD 生成算法

算法 1　 图像的 RAVLAD 生成算法

输入　 第 1 层视觉码书 C = {c1,c2,…,cK}, 第

2 层视觉码书 ui(1 ≤ i ≤ K), 图像的局部特征集合

X = {x1,x2,…,xN}
输出　 RAVLAD

 

v
/ /

 

初始化

1. for
 

i
 

=
 

1
 

to
 

K
2. 　 　 vi = 0d;

 

3. end
 

for
4. for

 

p = 1
 

to
 

N
　 　 　 　 / /

 

局部特征量化

5. 　 　 i = arg min
k:ck∈C

‖xp - ck‖;

6. 　 　 j = arg min
l:uij∈ui

‖xp - uil‖;

7. 　 　 rc = xp - ci; 　 / /
 

基于第 1 层码书的最

近邻视觉词计算残差

8. 　 　 ru = xp - uij;
 

/ /
 

基于第 2 层子码书的最

近邻视觉词计算残差

　 　 　 　 / / 自适应选择残差

9. 　 　 if
 

‖ru‖ < ‖rc‖
10. 　 　 　 　 m = ru;
11. end

 

if
12. else
13. 　 　 　 　 m = rc;
14. end

 

else
15. vi = vi + m / ‖m‖;

  

/ /
 

残差累积

16. end
 

for
17. for

 

i = 1
 

to
 

K
18. vi = vi / ‖vi‖;
19. end

 

for
20. v =[vT

1 ,vT
2 ,…,vT

K] T; 　
 

/ /
 

残差和串联

21. v = v / ‖v‖
1. 2. 5　 复杂度分析

假设局部特征向量的维度是 D, 第 1 层视觉码书

包含 K个 D维的视觉词,第 2 层视觉子码书包含 L 个

D 维的视觉词,一幅图像中局部特征的个数为 N。 第

1 层视觉码书的空间开销为 KD,第 2 层视觉码书的

空间开销共为 KLD,则总的空间开销为(KD+KLD),
空间复杂度为 O( KLD)。 生成 RAVLAD 描述符的

时间主要分成 2 次量化过程。 在第一次量化过程

中,每个局部特征要和 K 个类心比较一次,则 N 个

特征共需比较 NK 次,所产生的时间开销为 NKD。
在第二次量化过程中,每个局部特征要和 L 个类心再

进行比较,则 N 个特征共需比较 NL 次,产生的时间

开销为 NLD。 则时间复杂度为 O(N(K + L)D)。

2　 实验结果及分析

本节将在公开的 INRIA
 

Holidays 数据集[23] 和

UKBench 数据集[24]上对 RAVLAD 的检索性能进行

评价,并比较其与其它描述符的检索性能。
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2. 1　 实验数据集与评价标准

Holidays 数据集共包含 1
 

491 幅图像,所包含的

图像主要以自然风景为主。 Holidays 数据集样例如

图 3 所示。 该数据集被划分为 500 组,每组的第一

张图像为查询图像(共 500 幅),正确的检索结果是

该组的其他图像(共 991 幅),并且所有图像共提取

出 4
 

455
 

091 个 128 维的 SIFT 特征,该数据集使用

平均查准率( mean
 

Average
 

Precision,
 

mAP)作为图

像检索的性能评价指标。

图 3　 Holidays数据集样例图

Fig.
 

3　 Examples
 

of
 

Holidays
 

dataset

　 　 UKBench 数据集共包含 10
 

200 幅彩色图像,每
4 张图像取自同一物体的不同视点和光照,该数据

集使用 N -S 评分作为其性能评价指标。 UKBench
数据集样例如图 4 所示。

图 4　 UKBench 数据集样例图

Fig.
 

4　 Examples
 

of
 

UKBench
 

dataset

2. 2　 参数 K、L 对 RAVLAD 检索性能的影响

为了探究参数 K 和 L 对 RAVLAD 检索性能的

影响,在 Holidays 和 UKBench 数据集上进行相关实

验,实验结果如图 5、图 6 所示。 由图 5、图 6 可以看

出,在 Holidays 和 UKBench 数据集上,若固定 L,增
加 K, RAVLAD 的检索性能呈上升趋势,主要原因

是随着 K 的增加,RAVLAD 描述符的维度会随之增

大,其对图像描述的程度会更加精细,因此检索性能

随之上升。 由图 5 可知,在 Holidays 数据集上,若固

定 K,增大 L, RAVLAD 的检索性能在整体上呈现出

先增后减的趋势,并都在 L = 15 时达到最大值。 由

图 6 可知,在 UKBench 数据集上,若固定 K,增大 L,
RAVLAD 的检索性能会逐渐升高,但当 L 增加到 7
之后,该描述符检索性能的变化就较为平稳,这是由

于当第 2 层视觉子码书的大小 L 不断增大时,每个

Voronoi 单元会被划分得更加精细,所产生的残差均

值以及残差的判别性相较于之前改变的程度都会减

小,因此导致该现象的产生。 综上所述,在后续比较

RAVLAD 和其它描述符的检索性能时,仅考虑 L =
15 的情况。

0.62

0.60

0.58

0.56

0.54

0.52

1 3 5 7 9 11 13151719 2123 25

K=16
K=32
K=64

L

平
均

查
准

率（
m
A
P)

图 5　 参数 K、L 对 RAVLAD 检索性能的影响(Holidays)
Fig.

 

5 　 Impact
 

of
 

parameters
 

K
 

and
 

L
 

on
 

RAVLAD
 

retrieval
 

performance
 

(Holidays
 

dataset)
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3.25
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图 6　 参数 K、L 对 RAVLAD 检索性能的影响(UKBench)
Fig.

 

6 　 Impact
 

of
 

parameters
 

K
 

and
 

L
 

on
 

RAVLAD
 

retrieval
 

performance
 

(UKBench
 

dataset)

2. 3　 RAVLAD 与其它描述符的比较

在 Holidays 和 UKBench 数 据 集 上, 比 较

RAVLAD 与 BoW[13] 、 VLAD[14-15] 、 SEVLAD[18] 、
EVLAD[19] 、FVLAD[21]和 CEVLAD[22]这些描述符在原

始状态下的检索性能。 其中,BoW、SEVLAD、FVLAD、
CEVLAD 描述符的检索性能分别引自文献[14]、文献

[18]、文献[21]、文献[22]、VLAD、EVLAD 描述符的

检索性能为运行原文献提供的源码得出的结果。 在

Holidays 和 UKBench 数据集上 RAVLAD 与其它描述

符的检索性能比较见表 1、表 2。
　 　 由表 1 可以看出,在 Holidays 数据集上,RAVLAD
的检索精度高于其它描述符,当 K = 64 时,RAVLAD
相比于 BoW、VLAD、EVLAD、FVLAD、CEVLAD 描述符

的检索精度分别提高 21. 8%、7. 0%、1. 5%、2. 5%、
5. 0%,相比于 SEVLAD 的检索精度提高了 2. 1%。
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表 1　 Holidays数据集上检索性能比较

Table
 

1 　 Comparison
 

of
 

retrieval
 

performance
 

in
 

the
 

Holidays
 

dataset

描述符 K D mAP

BoW[13] 20
 

000 20
 

000 0. 404
VLAD[14-15] 64 8

 

192 0. 552
SEVLAD[18] 64 8

 

256 0. 601
EVLAD[19] 64 8

 

192 0. 607
FVLAD[21] 64 8192 0. 597

CEVLAD[22] 64 8
 

192 0. 572
RAVLAD 64 8

 

192 0. 622

表 2　 UKBench 数据集上检索性能比较

Table
 

2 　 Comparison
 

of
 

retrieval
 

performance
 

in
 

the
 

UKBench
 

dataset

描述符 K D mAP

BoW[13] 20
 

000 20
 

000 2. 87
VLAD[14-15] 64 8

 

192 3. 12
EVLAD[19] 64 8

 

192 3. 31
FVLAD[21] 64 8

 

192 3. 36
CEVLAD[22] 64 8

 

192 3. 28
RAVLAD 64 8

 

192 3. 37

　 　 由表 2 可以看出, 在 UKBench 数据集上,
RAVLAD 的检索精度也高于其它描述符, 由于

SEVLAD 没有使用 UKBench 数据集进行实验,因

此,只对比 RAVLAD 和其余 5 个描述符。 K = 64 时,
RAVLAD 相比于 BoW、VLAD、FVLAD、EVLAD 描述

符的检索精度分别提高 0. 50、0. 25、0. 01、0. 06,相
比于 CEVLAD 的检索精度提高了 0. 09。

3　 结束语

针对 VLAD 在量化残差计算过程中求得的残差

均值较大进而影响 VLAD 检索精度的问题,提出了

残差自适应图像描述符 RAVLAD。 在 RAVLAD 的

生成过程中,残差基于两层码书共同生成从而使残

差均值减小,针对局部特征的爆发现象,在生成

RAVLAD 的过程中采用三步归一化策略进行抑制。
实验结果表明,RAVLAD 相比于诸多描述符在检索

精度方面均有提升。
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