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摘　 要:
 

果园环境具有多样性且存在复杂的外界因素干扰,如光照条件、枝干遮挡、树叶重叠等,异源果实目标检测是一项极

具挑战性的任务。 针对这些问题,本文提出了一种基于 YOLOv8 的轻量化苹果异源目标检测模型(YoloMN)。 在该模型的目

标检测部分,引入了一个数据预处理模块,能够同时处理异源彩色图像和深度图像,通过图像特征的融合来增强特征表达能

力;采用 MobileNetV3 对主干网络进行了改进,并在其后的头部输入部分加入了 NAM
 

attention 模块,显著提升了模型的特征

提取和表达能力,进一步强化了模型在复杂环境中的异源目标检测能力。 本文提出的模型在保持原有目标检测精度提高的

同时参数量减少 60%和模型大小减小 50%。 在复杂环境下,本文模型展现出了较好的目标检测能力,在减少参数量的情况

下,本文模型的目标检测能力依旧出色。
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Abstract:
 

Due
 

to
 

the
 

diversity
 

of
 

the
 

orchard
 

environment
 

and
 

the
 

presence
 

of
 

complex
 

external
 

interference
 

factors
 

such
 

as
 

lighting
 

conditions,
 

branch
 

obstruction,
 

and
 

overlapping
 

leaves,
 

detecting
 

heterogeneous
 

fruit
 

targets
 

is
 

a
 

highly
 

challenging
 

task.
 

To
 

address
 

these
 

issues,
 

this
 

paper
 

proposes
 

a
 

lightweight
 

apple
 

heterogeneous
 

target
 

detection
 

model
 

based
 

on
 

YOLOv8,
 

named
 

YoloMN
 

model.
 

In
 

the
 

target
 

detection
 

part
 

of
 

this
 

model,
 

we
 

introduced
 

a
 

data
 

preprocessing
 

module
 

that
 

can
 

simultaneously
 

process
 

heterogeneous
 

RGB
 

images
 

and
 

depth
 

images,
 

enhancing
 

feature
 

expression
 

capabilities
 

through
 

the
 

fusion
 

of
 

image
 

features.
 

To
 

further
 

optimize
 

the
 

model,
 

we
 

improved
 

the
 

backbone
 

network
 

using
 

the
 

MobileNetV3
 

module
 

and
 

added
 

the
 

NAM
 

Attention
 

module
 

to
 

the
 

head
 

input
 

part
 

of
 

the
 

model,
 

significantly
 

enhancing
 

the
 

model ' s
 

feature
 

extraction
 

and
 

expression
 

capabilities,
 

thereby
 

strengthening
 

its
 

heterogeneous
 

target
 

detection
 

ability
 

in
 

complex
 

environments.
 

While
 

maintaining
 

the
 

original
 

target
 

detection
 

accuracy,
 

our
 

model
 

achieves
 

significant
 

optimizations
 

with
 

a
 

60%
 

reduction
 

in
 

parameter
 

count
 

and
 

a
 

50%
 

reduction
 

in
 

model
 

size.
 

In
 

complex
 

environments,
 

our
 

model
 

demonstrates
 

excellent
 

target
 

detection
 

capabilities,
 

and
 

even
 

with
 

a
 

reduced
 

parameter
 

count,
 

its
 

target
 

detection
 

performance
 

remains
 

outstanding.
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0　 引　 言

随着农业科技的不断进步和智能化水平的日益

提高,果实识别技术已成为现代农业领域中的一项

关键技术[1] 。 果实异源目标识别是指在复杂的果

园环境中,利用目标识别传感器以及图像处理技术,

对当前采集画面中的不同种类、不同生长状态的果

实进行识别。
目标检测的应用不仅有助于提高果园的生产效

率,减少人工劳动强度,对于果实品质的监测和控制

也具有重要意义,特别是在精准农业、自动化采摘以

及智能农业管理等方面,果实识别发挥着越来越重



要的作用。
果实异源目标识别的研究面临诸多挑战。 果园

环境中光照、阴影、遮挡等因素的影响,果实图像的

获取和处理难度较大;不同种类果实之间的形态差

异较小,分类算法的准确性和稳定性面临挑战;果实

生长过程中的颜色、大小、形状等特征也会随着生长

阶段变化,增加了识别的难度。 因此,研究和发展果

实异源目标识别技术,对于提升农业智能化水平、促
进农业生产方式的转型升级具有重要意义。 近年

来,随着计算机视觉和人工智能技术的快速发展,果
实异源目标识别技术取得了显著的进步。 利用双目

相机采集器可以快速获取果园中果实的图像信

息[2] ;利用图像处理算法可以自动识别并分类不同

种类的果实[3] 。 目标检测在果园的应用不仅可以

提高采摘效率,降低劳动成本,而且还可以为果实品

质的监测和控制提供有力的支持。 目标检测模型的

计算量增大,对于实验设备的成本需求也在增加,所
以在保证识别精度的同时,对模型进行轻量化处理

同样是一项亟待解决的问题。
本文提出了一种基于 YOLOv8 的轻量化苹果异

源目标检测模型(YOLOMN),采用图像特征融合预

处理模块,将彩色图像与深度图像特征融合后输出

特征图像作为本文网络的输入;使用 MobileNetV3
模块改进 YOLOv8 模型主干网络部分;对 YOLOv8
模型目标检测头进行改进,加入 NAM

 

attention 模

块,增强识别精度。

1　 相关工作

目标检测是计算机视觉领域中的关键任务之

一,其核心目标是在输入的图像或视频序列中精确

识别并定位出特定的目标对象[4] 。 随着人工智能

技术的持续演进,目标检测算法的研究也展现出了

显著的进步与突破。 早期阶段,目标检测主要依赖

于手工提取特征的方法,如尺度不变特征转换算法

(Scale-Invariant
 

Feature
 

Transform,SIFT)、方向梯度

直方图算法( Histogram
 

of
 

Oriented
 

Gradient,HOG)
等,这些方法需要大量的人工干预和调整,对于不同

的目标类型和场景适应性较差。 随着深度学习技术

的兴起,目标检测开始采用卷积神经网络(CNN)提

取特征,这种方法自动从数据中学习特征,大大提高

了目标检测的准确性和效率[5-6] 。 在人工智能的发

展过程中,目标检测领域出现了许多重要的模型,如
Faster

 

R - CNN ( Faster
 

Region
 

Convolutional
 

Neural
 

Network)、YOLO( You
 

Only
 

Look
 

Once,YOLO)、SSD

(Single
 

Shot
 

MultiBox
 

Detector)等,这些模型在准确

性和实时性方面都取得很好的平衡[7-9] 。 YOLO 系

列算法将目标检测和分类任务结合起来,具有较高

的检测准确度和检测速度;Faster
 

R-CNN 则通过引

入基 于 区 域 的 卷 积 神 经 网 络 ( Region
 

Proposal
 

Networks,RPN),提高了目标检测的精度和速度[10] 。
传统的 CNN 网络模型在保持较高准确性的同时,具
有更小的模型大小和更快的运行速度,适用于移动

设备和嵌入式设备等资源受限的场景,近年来还有

一些研究工作关注于轻量级模型的目标检测,如

MobileNetV3、ShuffleNet 等[11-12] 。 目标检测技术的

发展经历了从手工特征提取到深度学习特征提取的

转变,同时也经历了从单一模型到多模型、从大型模

型到轻量级模型的演变。 目前,目标检测技术已经

在许多领域得到了广泛应用,如人脸识别、物体跟

踪、自动驾驶等[13] 。

2　 基础理论知识

2. 1　 YOLOv8 模型

YOLOv8 模型是 ultralytics 公司在 2023 年初发

布的模型,如图 1 所示,支持图像分类、物体检测和

实例分割任务。 YOLOv8 模型是一个领先的 SOTA
(State

 

Of
 

The
 

Art)模型,吸收了 YOLO 系列之前版

本模型的精华,并在模型中加入了新的功能,从而实

现了性能和灵活性的双重提升[14] 。 YOLOv8 模型整

体架构涵盖了创新的骨干网络、革新的无锚点检测

头以及优化的损失函数,主要用于目标检测任务,能
够准确地检测出图像或视频中的目标物体,并给出

其位置和类别信息。
2. 2　 MobileNetV3 模型

MobileNetV3 模型如图 2 所示,是由
 

Google
 

团

队在
 

2019
 

年提出的用于移动设备以及嵌入式设备

上运行的轻量化网络模型,在移动端图像分类、目标

检测等任务上的表现均很出色[15-17] 。 MobileNetV3
模型采用了针对通道注意力的 SE ( Squeeze - and -
Excitation) 模 块、 参 数 搜 索 方 法 NAS ( Neural

 

Architecture
 

Search)等,有利于进一步提升网络的性

能;采用深度可分离卷积 DSC( Depthwise
 

Separable
 

Convolution)和逆残差结构等,使模型在减少计算量

的同时,拥有良好的分类性能[18] ;将卷积的运算过

程分为 2 个步骤,即逐点卷积和点卷积,减少了计算

量和模型大小;采用了互补搜索组合,在整体网络结

构中,前移平均池化层并移除最后一个卷积层,并使

用 H-Swish 激活函数进行激活。
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Fig.
 

1　 YOLOv8
 

model
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图 2　 MobileNetV3 模型

Fig.
 

2　 MobileNetV3
 

model

2. 3　 NAM
 

Attention 模块

NAM
 

attention 模块如图 3 所示,是一种基于归

一化的注意力模块,在保证无额外计算过程增加的

基础上,降低处理不太显著的特征的权重,提高显著

特征权重。 NAM
 

attention 的核心思想是将输入特征

中的每个位置都表示为一个注意力向量。

Feature BatchNorm2d Weight

Sigmoid

Out

图 3　 NAM
 

attention 模块

Fig.
 

3　 NAM
 

attention
 

module

3　 YOLOMN 模型

YOLOMN 模型如图 4 所示,首先在输入端采用

跨平 台 计 算 机 视 觉 库 ( Open
 

Computer
 

Vision,
OpenCV)对数据进行特征融合预处理,将异源 RGB

(Red-Green-Blue,RGB)与深度图像( Depth) 进行

图像特征融合成为特征图像(Feature),作为本文目

标识别的数据输入;其次,将原 YOLOv8 模型主干网

络部分使用 MobileNetV3 模型结构进行改进,把主

干网络中原 Conv 网络模块替换为批归一化-HSwish
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组合 网 络 模 块, 以 及 C2f 模 块 整 体 替 换 为

MobileNetV3 网络模块;最后,为了增强识别能力与

图片中关键特征表达,在头部分层次中加入了注意

力机制,将获取到的特征表达进行提纯,突出显著的

特征权重,提高每次训练时的精确度。
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图 4　 YOLOMN 模型

Fig.
 

4　 YOLOMN
 

model
 

4　 实验

4. 1　 数据获取

为了验证本文目标检测模型,使用两个目标检

测数据集:RD-fuji 公开数据集和通过 RGB-TOF 双

目采集系统采取的果树图像自建数据集,每个数据

集的训练集、验证集和测试集的比例为 8 ∶ 1 ∶ 1。
4. 2　 实验环境

本文实验环境: CPU 型号为 Intel
 

( R)
 

Core
 

(TM)
 

I9-9900KF
 

@
 

3. 6
 

GHz,GPU 型号为 NVIDIA
 

GeForce
 

RTX
 

2060s,CUDA 版本为 11. 6,在 Windows
 

10 系统环境下进行训练,使用 Pytorch1. 12. 0 与

python
 

3. 8 作为深度学习基础环境。
4. 3　 对比实验设计

将本文提出的 YOLOMN 模型与 YOLOv3-tiny,
YOLOv4-tiny,YOLOv5,YOLOv7-tiny,YOLOv8 共计

5 种目标检测模型在 RD-fuji 公开数据集与自建数

据集上进行对比实验,采用准确率、召回率、MAP50
(Mean

 

Average
 

Precision
 

0. 5)和 MAP50-95 作为实

验评价指标。 在 RD-fuji 公开数据集上的对比实验

结果见表 1,在自建数据集上的对比实验结果见表

2。

表 1　 RD-fuji 数据集对比实验结果数据表

Table
 

1　 Comparison
 

of
 

experimental
 

results
 

data
 

of
 

RD-fuji
 

dataset

模型 准确率 召回率 MAP50 MAP50-95 模型推理耗时 / ms 模型大小 / MB

YOLOv3-tiny 0. 912 0. 892 0. 947 0. 665 3. 8 23. 20

YOLOv4-tiny 0. 895 0. 898 0. 950 0. 665 3. 3 14. 80

YOLOv5 0. 909 0. 883 0. 945 0. 661 2. 7 5. 02

YOLOv7-tiny 0. 901 0. 900 0. 949 0. 663 4. 6 15. 70

YOLOv8 0. 892 0. 891 0. 945 0. 668 4. 2 5. 95

本文模型 0. 923 0. 857 0. 940 0. 649 3. 6 2. 53
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表 2　 自建数据集对比实验结果数据表

Table
 

2　 Comparison
 

of
 

experimental
 

results
 

data
 

of
 

self
 

our
 

dataset

模型 准确率 召回率 MAP50 MAP50-95 模型推理耗时 / ms 模型大小 / MB

YOLOv3-tiny 0. 952 0. 863 0. 944 0. 678 3. 6 23. 20

YOLOv4-tiny 0. 926 0. 861 0. 940 0. 659 3. 5 14. 80

YOLOv5 0. 926 0. 848 0. 933 0. 658 3. 1 5. 02

YOLOv7-tiny 0. 928 0. 900 0. 963 0. 705 4. 5 15. 70

YOLOv8 0. 935 0. 896 0. 959 0. 690 3. 7 5. 95

本文模型 0. 945 0. 913 0. 962 0. 699 4. 2 2. 55

　 　 从表 1 和表 2 可以看出,本文提出的模型在实

现轻量化设计的同时,展现出优异的综合性能。 本

文模型大小显著小于其他
 

5
 

种对比模型,轻量化优

势明显;在关键指标
 

MAP50
 

和
 

MAP50-95
 

上,虽未

达到最优水平,但与最优结果的差距在
 

0. 01
 

以内,
保持了较高的检测精度;而在准确率和召回率两项

核心指标上,本文模型表现突出,说明本文模型在检

测性能与模型效率间的良好平衡与优势。
4. 4　 目标检测实验结果与分析

为验证本文所提模型在目标识别任务中的准确

性与优越性,分别在
 

RD-fuji
 

公开数据集与本文构

建的自建数据集上进行目标检测对比实验,RD-fuji
公开数据集上目标检测对比结果见表 3,在自建数

据集上的目标检检测对比结果见表 4。

表 3　 KFuji 公开数据集对比实验目标检测表

Table
 

3　 Comparison
 

of
 

experimental
 

results
 

for
 

object
 

detection
 

of
  

KFuji
 

dataset

模型 YOLOv3-tiny YOLOv4-tiny YOLOv5 YOLOv7-tiny YOLOv8 本文

验证集标签

验证集识别结果

表 4　 自建数据集对比实验目标检测表

Table
 

4　 Comparison
 

of
 

experimental
 

results
 

for
 

object
 

detection
 

of
 

our
 

dataset

模型 YOLOv3-tiny YOLOv4-tiny YOLOv5 YOLOv7-tiny YOLOv8 本文

验证集标签

验证集识别结果

　 　 如表 3 与表 4 中对比实验结果所示,可以发现

本文提出的 YOLOMN 模型在两个数据集中对苹果

目标检测识别数量多,漏标与误标情况很少,说明本

文模型能捕捉到果园复杂环境中,苹果目标的重要

特征,将其准确地与背景进行区分,从而实现了高精

确率的目标检测。 而其他对比模型均存在目标检测

中漏标与识别错误过量标识的情况,如 YOLOv8 与

YOLOv7-tiny 模型在两个数据集中有部分漏标,
YOLOv3-tiny,YOLOv4-tiny,YOLOv7-tiny 模型将图

片中某些复杂的叶片识别为苹果。
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本文模型在准确目标检测与定位方面的卓越能

力,更凸显了其在复杂果园环境下所展现出的鲁棒

性和稳定性;在各种光照条件、枝干遮挡、树叶重叠

等复杂因素的影响下,依然能够准确地识别并定位

异源果实目标,充分证明了本文模型在实际应用中

的潜力和价值。

5　 结束语

本文提出了一种基于 YOLOv8 的轻量化苹果异

源目标检测模型(YOLOMN),比改进前原模型目标

检测精度上有一定提高,并实现了显著的轻量化优

化。 训练后文件大小仅为改进前文件大小的一半,
参数量也大幅减少至原参数量的 30%;在保持精准

度的同时进行的轻量化改进,使得模型在实际应用

中更加高效和灵活。 虽然 YOLOMN 在目标检测方

面已经取得了一定成果,但精准度仍有一定的提升

空间。 在模型的输出部分仍可以继续进行轻量化处

理,以进一步提升模型检测的效率,减少参数量。 今

后工作将致力于进一步优化本文模型,也将关注减

少目标检测在训练部分的时间损耗,提高目标检测

的反应速率,从而进一步提升模型在实际应用中的

效率和效果。
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