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Research on SSA-LSTM based network security posture prediction
LIU Jiagi, WEI Linjing

(College of Information Science and Technology, Gansu Agricultural University, Lanzhou 730070, China)

Abstract: With the development and popularization of Internet applications, the network has turned from a virtual space into an
indispensable and important part of the real society, and the network security situation has become increasingly severe and complex.
In order to reduce the occurrence of network security risks, a network security posture prediction method based on SSA-LSTM is
proposed, which is to establish a network security posture prediction model based on network intrusion data by using the sequence
modeling capability of long and short—term memory network and the global search capability of sparrow search algorithm. The
method uses the sparrow search algorithm to optimize and adjust the parameters of the LSTM model. Compared with the LSTM
model and the SVR model before optimization, the optimized SSA-LSTM network security situation prediction model has a better
fitting effect, and the error value in the evaluation indicators of MAE, MSE and RMSE is the smallest, which has certain feasibility
and superiorit.
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Fig. 1 Schematic diagram of LSTM model
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Table 1 Pseudo code execution flow of the SSA algorithm
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Fig. 2 Flow chart of SSA-LSTM model
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Table 4 LSTM neural network hyperparameter settings
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Table 6 Comparison of prediction errors of the three models

T ALY MAE MSE RMSE
SVR 3.104 9 4.733 9 3.518 2
LSTM 2.794 1 4.429 6 3.366 1

SSA-LSTM 2.733 4 4.3925 3.3475

MWF 6 Fr] LIE H SSA-LSTM #AIYE 3 FfiF
Hragds bR 22 fH 4 /v, SSA - LSTM B AU [y
LSTM £ SVR #iRI7E MAE PEMEFR FAYIR 2S5
AL 2. 17% 11.96% ;7E MSE A $8 45 LAY IR
257 HIREAR 0. 84 % \7.21% ;7% RMSE PF$a45 b
HIIR 2203 IR 0.55% 4. 85%, M TR AT

AT (R /0N, T A5CR AT BT DA 2R A PR AR
SSA-LSTM Hi#I 5 LSTM A7 SVR #IRIAH Eb , Tl
BCRARX BT, PRI, AR SCHE H i 26 T SSA -LSTM
P18 Do) 4% 22 A AR AR A R ELAT — 2 A A 3 SCARITT
k.

3 HRiE

) 4% 22 A AR AR 2 i 19X 2% 4 4 i O T Y
TEAL B 2 R A 2% AN DRI i — PR
PEAT AT A SCIR A S BT T I 2% 2 4 25 34 o) v
FHM LSTM 2R | TR S 8O0 T 45 R 2
B ER I, v RE S EUR AL SRS SRR L
ZALBE ISR S, R T SRk SN i AR SCR
JIRAE RN LSTM B R A7 Ak , 3 3 4 e 48
RSB T — e s o
[ SSA —LSTM #57d  SEue 45 RR ], A SCH Hh Y
SSA-LSTM #AIfii il MAE . MSE , RMSE #EH 45 45

Af iR B/ M EE T LSTM A AL AT SVR B AY
HAWRHUNEE ST, UEB T SSA-LSTM X 4% % 4>
AP EA — v T PE R, by 45 48 4
OSBRI E 7 S ST E T3 U 52

S E 3k
[1] PRI, NEZ2IRHNRMR[T]. 5B M%K% 4,2023,23
(6):104-110.

(2] MR, INEE, A o, 5. —FP I T8 BB A9 LSTM B[] /5 51
BARHMAAI ], B EH 5 ,2024,14(7) :28-34.

[3] FBEM, WM R iR AR, HT LSTM-WGAN R [B] 77 51 5085
SERT]. RIS R ARREM) ,2024,40(2)
36-45.

[4] HRIT, BEAR. HT NAWL-ILSTM 19 % 4% 22 45 25 #3005 12
[1]. HEHLER:,2019,46(10) : 161-166.

[5] FEWE, mA AUER, %5, 2T ONN - LSTM fy XL 3 4 fa 1)
RITBHM Irk[1]. LB 5HA 2024,56(2) :91-99.

[6] Th/NE, FEICM, P, 55, ZE T34k LSTM (1) M 45 %2 42 75 3
B[], PR 5 & R 2021 ,31(7) 1 127-133.

[7] XUk, JEF LSTM it 28 I 45 1) I 246 2 4 2 3 T80 00 1) 1z FH Ak 5
[D]. g, R FHEAR K ,2020.

(8] ZEME, TAh. HET et RNN 2Rk A 5505 0 1 25 S 40 1 B4R Al
BHRL[T]. WL TRKFER,2023,37(6) : 145-152.

[9] 227K 75, e oehk, FROT 44, 55, BT SSA-LSTM 119 B ik & 15t
BERI[T]. T8 Ashfk,2024,50(2) :90-97.

[10]#iE 2Kz, BT SSA-LSTM #7123 45, 5 & Fil A 5%
[J]. B35 AR ,2024,8(4) : 142-146.

[11] 27T TG IE 24, —FhiR & 2 JEns Bl iy RR A8 48 R 1k
[1]. AN LR SR ,2024,46(2) :303-315.

(12 BRIHIR TR , R AbR. fil e K—means [ 2255 WS B R 46 18 R B vk
WEFE[T]. HtS5EH,2021,28(12) : 11-16.

(I3]0, 8 e s, h i 2, 45, R Foul e RE LN K-
means B[ T]. FUFAYLEEHINN,2024,54(2) :152-166.

[ 14] T BRI BR24 5. 3Tk SSA-BP #2245 (1 5 15 K
SYFRBETINT]. Al 584 ,2022,42(6) : 18-25.

[ISTAREN. F&TFHAE AR A (0 15 5 0 2% 22455 2R 0l 4 0 O 12
[J]. EALITE A B4, 2023 ,44( 10) : 74-80.

[16] MAER. JETF W shit ) 55 M ML 15 B 2T 5 R STk [T ].
AU AT 28 il K K 2274, 2025, 51 (9) £ 2968 - 2978, DOI: 10.
13700/J. BH. 1001-5965 2023. 0488.

[ 17]ELKAN C. Results of the KDD99 classifier learning[ J]. ACM
SIGK-DD Explorations Newsletter,2000,1(2) : 63-64.

(18] x4 R BREE. FEFHLE2: 2111 KDDCUP99 2% A
R B [ T]. THENL TR 5 R4 2019,41(S1) .
91-97.



