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Point cloud fitting based on BP Neural Network
WAN Yang

(College of Automation, Nanjing University of Posts and Telecommunications, Nanjing 210023, China)

Abstract: To improve the curved surface fitting performance of discrete point cloud data, this paper proposes an algorithm for
curved surface fitting based on BP neural networks. The experiments first establish a BP neural network model. And To simulate
various discrete curved surface point cloud datasets with noisy, then train the network and analyze its curved surface fitting

performance. Experimental results demonstrate that BP neural networks exhibit strong adaptability and low error rates when

performing curved surface fitting on discrete point cloud data.
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Fig. 1 BP neural network structure
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Fig. 2 Point cloud fitting data of quadratic surface ( The number of
hidden layer neurons is 5)
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Fig. 3 Point cloud fitting data of cubic surface ( The number of

hidden layer neurons is 5)
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Fig. 4 Point cloud fitting data of quadratic surface ( The number

of hidden layer neurons is 10)
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Fig. 5 Point cloud fitting data of cubic surface ( The number of

hidden layer neurons is 10)

Hil& 2~ 18 5 Al AR Y B IR oo lioe KT
SET 5 I BIREELF RS H IR AT 2 B R M0
Hei o 10 i IR TR 2 e, LR =M
JUECRE N 5 IR (] P (HJR 7 22 1
2T, BV Z B B iR 2 B I 2R 50
SN | e/ NEITT R 250 100, PRI Sk i =
P MEFS (135 751222 0 100, TTHULA H 1) i T8 AH L
SEERE, B R E] 0.5 24, UG R 1Y
iy ten FL A ARG B BB BRI AR

4 HRiE

SRR R R RIS, 2 B8 = A T E RIOCR, AR SCLA
BRAL ) i = B A T TSR 4, 70 fr 1 BP M4 R 4%
G e APERE , DL S0 « AR R A y A
bR A ZZSE, LR 28R 89 2 bR 2 2
B, R BRI GR R i ) BP MR 4% Tl
L SEER AT T BRI Y R X LA B R R
AL BRI 5 R/ T 0.7, UL T BP 22K
2R AU A = M T AT B R AR

(1] FEE, THE, IR, 5 3T = 430630 nom bs 55
AP T]. MZ5EH, 2023 (12) : 112-115.

[2] E4inh, dkiR, K4, . ST =4800E 2 Wb 2R84
JEMEMBEGE[T]. B AR, 2023 (27) . 17-20.

[3] % T HOCH = WA IE AR B T LT [ D], 1.
RS RS, 2018.

[4] sKRAET. SRS I S EE ke[ D], bk, T
PUIRYE R %, 2023.

[5] %l 4. #igmb [ M].
114-120.

[6] BAAK. JETF AT 224 1 5340 B AR 92 [ D], BHE. W
FRHE K, 2021.

Jest 7 Tl i Rk, 2021



